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Abstract

We consider the two-dimensional eigenvalue problem for the Laplacian with the
Neumann boundary condition involving the critical Hardy potential. We prove the
existence of the second eigenfunction and study its asymptotic behavior around
the origin. A key tool is the Sobolev type inequality with a logarithmic weight,
which is shown in this paper as an application of the weighted nonlinear potential
theory.
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1. Introduction

Let Ω ⊂ R2 be a smooth bounded domain with 0 ∈ Ω. For simplicity, we
assume supx∈Ω |x| = 1 without loss of generality. Let a ≥ 1. In this paper, we
consider the following linear eigenvalue problem

(N)

−∆u = λ u

|x|2
(
log a

|x|
)2 in Ω,

∂u
∂ν
= 0 on ∂Ω,
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here ν denotes the unit outer normal vector to ∂Ω. The problem stems from
the critical Hardy inequality on a bounded domain Ω ⊂ R2 for functions in the
Sobolev space H1

0(Ω): for any u ∈ H1
0(Ω), it holds that

1
4

∫
Ω

u2

|x|2
(
log a

|x|

)2 dx ≤
∫
Ω

|∇u|2 dx. (1)

Moreover, the constant 1
4 on the left-hand side is best possible and is not attained.

We recall that the Sobolev space H1(Ω) is a set of functions u ∈ L2(Ω) such that
its distributional gradient ∇u is also in L2(Ω). H1(Ω) is a Hilbert space with an
inner product (u, v)H1(Ω) =

∫
Ω

(∇u · ∇v + uv) dx, and H1
0(Ω) is a closure of C∞0 (Ω)

with respect to the norm ‖u‖H1(Ω) = (u, u)1/2
H1(Ω). For the inequality (1), we refer the

readers to [11], [15], [17] [18] and the references there in.
In a higher dimensional case, we know the subcritical Hardy inequality for

functions in H1
0(Ω):

HN

∫
Ω

u2

|x|2 dx ≤
∫
Ω

|∇u|2 dx

holds for any u ∈ H1
0(Ω), here Ω is a bounded domain in RN , N ≥ 3, with 0 ∈ Ω.

The constant HN =
(

N−2
2

)2
is optimal and is never attained by a non zero func-

tion in H1
0(Ω). In [6], Chabrowski, Peral and Ruf consider the linear eigenvalue

problem −∆u = λ u
|x|2 in Ω ⊂ RN ,N ≥ 3,

∂u
∂ν
= 0 on ∂Ω.

Clearly, the first eigenvalue is λ = 0 and constant functions are the first eigenfunc-
tions. To seek the nontrivial solution in H1(Ω), the authors in [6] introduce the
minimization problem

λH = inf


∫
Ω
|∇u|2 dx∫
Ω

|u|2
|x|2 dx

∣∣∣∣∣∣∣∣ u ∈ H1(Ω) \ {0},
∫
Ω

u
|x|2 dx = 0

 ,
and prove that if λH < HN , then λH is attained and the minimizer corresponds the
second eigenfunction of the above eigenvalue problem. Also the authors obtain
several examples of domains such that the condition λH < HN holds true. Es-
pecially, they establish the existence of the second eigenfunction on balls in RN ,

2



N ≥ 7. Moreover, they study the asymptotic behavior of the second eigenfunc-
tions around the origin in the case 0 ∈ Ω. To obtain the asymptotic estimate of
the second eigenfunction near the origin, they use De Giorgi-Nash-Moser type
procedure and the Caffarelli-Kohn-Nirenberg inequality [4].

The aim of this paper is to extend the results in [6] to the two-dimensional
problem (N). Let a ≥ 1 and 0 ∈ Ω ⊂ R2. We consider the minimization problem

λa = inf


∫
Ω
|∇u|2 dx∫

Ω

|u|2

|x|2
(
log a

|x|
)2 dx

∣∣∣∣∣∣∣∣∣∣ u ∈ H1(Ω) \ {0},
∫
Ω

u

|x|2
(
log a

|x|

)2 dx = 0

 . (2)

We show λa > 0 for a > 1, see (12). We seek for sufficient conditions to assure
the existence of minimizers, which yiedls the second eigenfunction of the problem
(N). Our sufficient condition claims that if a > 1 and λa <

1
4 , then λa is attained by

a non trivial function in H1(Ω). We also study the asymptotic behavior near the
origin of the second eigenfunctions. We remark that, unlike [6], we can treat the
case 0 ∈ ∂Ω too. Furthermore, since our Hardy potential involves the logarithmic
weights, it is difficult to control the weights by Caffarelli-Kohn-Nirenberg type
inequality, which was useful for treating power type weights. Therefore, we need
to establish the Sobolev type inequality with logarithmic weights. Combining
this inequality with the De Giorgi-Nash-Moser procedure, we obtain the expected
asymptotic behavior of the second eigenfunctions. To obtain the Sobolev type in-
equality with logarithmic weights, we exploit weighted nonlinear potential theory
by [1]. We believe that this part is also interesting in itself.

In the following, Ls(Ω) will denote the standard Lebesgue spaces. Also for
a given nonnegative weight function ω and 1 ≤ s < ∞, the weighted Lebesgue
space Ls(Ω, ω(x)dx) is the set of functions u such that

∫
Ω
|u|sw(x)dx < ∞. Br will

denote a ball in R2 of radius r with center the origin. “→” and “⇀” will denote the
strong and weak convergence in Banach spaces, respectively. (Possibly different)
general positive constants are denoted by C.

2. The critical Hardy type inequalities for H1(Ω).

LetΩ ⊂ R2 be a smooth bounded domain with 0 ∈ Ω and supx∈Ω |x| = 1. In §6,
we prove the following Hardy-Sobolev type inequality with logarithmic weights.
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Theorem 1. Let a > 1, p ≥ 2, B < 1, A ≥ 1 + p
2 (1 − B). Then there exists a

positive constant Cp,A,B such that the inequality

Cp,A,B

∫
Ω

|u|p
|x|2(log a

|x| )
A dx

 2
p

≤
∫
Ω

(
log

a
|x|

)B

|∇u|2 dx (3)

holds for any u ∈ C∞c (Ω).

Note that if we set p = 2, A = 2, B = 0, then (3) is nothing but the critical
Hardy inequality (1). Also we remark that if A = 1 + p

2 (1 − B) and Ω = B1, then
the inequality (3) has the scale invariance under the following scaling C∞c (B1) 3
u 7→ uλ for any λ ≤ 1, where

uλ(x) =

λ
− 1−B

2 u
(( |x|

a

)λ−1
x
)

for x ∈ B
a
λ−1
λ
,

0 for x ∈ B1 \ B
a
λ−1
λ
.

When A < 1+ p
2 (1−B), (3) does not have this scale invariance and by letting λ→ 0,

we can easily show that the inequality does not hold when A < 1 + p
2 (1 − B).

The proof of Theorem 1 is postponed to §6.

To prove the existence of the second eigenfunctions for the problem (N), we
need the critical Hardy inequality for functions in H1(Ω), and also for functions in
H1(Ω) with average zero. Also to treat the case 0 ∈ ∂Ω, we need the next lemma.

Lemma 1. Let x = (x1, x2) ∈ R2, h ∈ C1(R), 0 < r ≤ 1 and h(0) = 0, and
h′(0) = 0. Set Bh

r = Br ∩ {x ∈ R2 | x2 > h(x1)}. Let a, p, A, B as in Theorem 1.
Then, for any ε > 0, there exists δ > 0 such that if |h′(x1)| ≤ δ for any x1 ∈ (−r, r),
then the inequality

2
2
p−1Cp,A,B

∫
Bh

r

|u|p
|x|2(log a

|x| )
A dx

 2
p

≤ (1 + ε)
∫

Bh
r

(
log

a
|x|

)B

|∇u|2 dx

holds for any u ∈ H1(Br) with supp u ⊂ Br, where Cp,A,B is given in Theorem 1.
Especially, we have∫

Bh
r

u2

|x|2
(
log a

|x|

)2 dx ≤ (4 + ε)
∫

Bh
r

|∇u|2 dx

for any u ∈ H1(Br) with supp u ⊂ Br.
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Proof. We follow the argument of the proof of [8] Lemma 2.1.
(I) Assume that h(x1) ≡ 0. Since the value of u(x) are irrelevant for x2 < 0, we
may suppose that u(x) is even in x2. By the inequality (3) in Theorem 1, we have

Cp,A,B


∫

B0
r

|u|p

|x|2
(
log a

|x|

)A dx


2
p

= Cp,A,B

1
2

∫
Br

|u|p

|x|2
(
log a

|x|

)A dx


2
p

≤ 2−
2
p

∫
Br

(
log

a
|x|

)B

|∇u|2 dx

= 21− 2
p

∫
B0

r

(
log

a
|x|

)B

|∇u|2 dx.

(II) We consider the case where h(x1) . 0. Then we set y1 = x1, y2 = x2 − h(x1)
and ũ(y1, y2) = u(x1, x2). From (I), we have

2
2
p−1Cp,A,B


∫

B0
r

|ũ|p

|y|2
(
log a

|y|

)A dy


2
p

≤
∫

B0
r

(
log

a
|y|

)B

|∇ũ|2 dy. (4)

Direct calculation implies that

|∇ũ(y1, y2)|2 =
∣∣∣∣∣ ∂u
∂x1
+
∂u
∂x1

h′(x1)
∣∣∣∣∣2 + ∣∣∣∣∣ ∂u

∂x2

∣∣∣∣∣2
= |∇u(x1, x2)|2 + 2

∂u
∂x1

∂u
∂x2

h′(x1) +
∣∣∣∣∣ ∂u
∂x2

∣∣∣∣∣2 | h′(x1)|2

≤ (1 + δ)2|∇u(x1, x2)|2. (5)

Also, for any B ∈ [0, 1)(
log

a
|y|

)B

=

log
a√

|x|2 + |h(x1)|2 − 2x2h(x1)

B

≤
log

a√
|x|2 − 2δ|x2||h(x1)|

B

≤
(
log

a
|x|

)B
1 +  log 1

1−2δ

2 log a

B ≤ (
1 +CδB

) (
log

a
|x|

)B

(6)
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and for any B ≤ 0(
log

a
|y|

)B

≤
log

a√
|x|2 + δ2|x|2 + 2δ|x|2

B

≤
(
log

a
|x|

)B

. (7)

On the other hand, we have∫
B0

r

|ũ|p

|y|2
(
log a

|y|

)A dy =
∫

Bh
r

|u|p(|x|2 + |h(x1)|2 − 2x2h(x1)
) (

log a√
|x|2+|h(x1)|2−2x2h(x1)

)A dx.

(8)

Since h(0) = |h′(0)| = 0 and |h′(x1)| ≤ δ for any x1 ∈ (−r, r), we have |h(x1)| ≤ δ|x1|

for any x1 ∈ (−r, r). Also note that
(
log a√

|x|2+|h(x1)|2−2x2h(x1)

)A

≥
(
log a

|x|

)A
for any

x1 ∈ (−r, r). Thus we have∣∣∣∣∣∣∣∣∣∣∣∣∣
1(|x|2 + |h(x1)|2 − 2x2|h(x1)|) (log a√

|x|2+|h(x1)|2−2x2h(x1)

)A −
1

|x|2
(
log a

|x|

)A

∣∣∣∣∣∣∣∣∣∣∣∣∣
≤

∣∣∣∣∣∣ 1(|x|2 + |h(x1)|2 − 2|x2||h(x1)|) − 1
|x|2

∣∣∣∣∣∣
(
log

a
|x|

)−A

=
(2|x2| + |h(x1)|)|h(x1)|
|x|2(|x|2 − 2|x2||h(x1)|

(
log

a
|x|

)−A

≤ (2|x2| + δ|x1|)|h(x1)||x1|
|x|2(|x|2 − 2δ|x2||x1|)

(
log

a
|x|

)−A

≤ Cδ
|x|2

(
log

a
|x|

)−A

.

for any x ∈ Bh
r . Therefore, from (8), we have∫

B0
r

|ũ|p

|y|2
(
log a

|y|

)A dy ≥ (1 −Cδ)
∫

Bh
r

|u|p

|x|2
(
log a

|x|

)A dx. (9)

From (4-7) and (9), if we choose δ0 > 0 such that (1+δ)2(1+CδB)(1−Cδ)−
2
p ≤ 1+ε

for any δ ∈ (0, δ0). Then we have

2
2
p−1Cp,A,B


∫

Bh
r

|u|p

|x|2
(
log a

|x|

)A dx


2
p

≤ (1 + ε)
∫

Bh
r

(
log

a
|x|

)B

|∇u|2 dx.

□
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Next is the critical Hardy inequality for functions in H1(Ω).

Proposition 1. Assume 0 ∈ Ω. For any ε > 0, there exists a constant C =
C(ε, a,Ω) > 0 such that the inequality∫

Ω

u2

|x|2
(
log a

|x|

)2 dx ≤ (4 + ε)
∫
Ω

|∇u|2 dx +C
∫
Ω

u2 dx (10)

holds for any u ∈ H1(Ω).

Proof. (I) Assume that 0 ∈ Ω. Then there exists δ > 0 such that B2δ ⊂ Ω. Let
φ ∈ C∞c (Ω), 0 ≤ φ ≤ 1, φ ≡ 1 on Bδ and φ ≡ 0 onΩ\B2δ. Then, for any u ∈ H1(Ω),
we have∫

Ω

u2

|x|2
(
log a

|x|

)2 dx =
∫

Bδ

u2

|x|2
(
log a

|x|

)2 dx +
∫
Ω\Bδ

u2

|x|2
(
log a

|x|

)2 dx

≤
∫

B2δ

|uφ|2

|x|2
(
log a

|x|

)2 dx +C
∫
Ω\Bδ

u2 dx.

From the critical Hardy inequality (1) on H1
0(B2δ), we have∫

Ω

u2

|x|2
(
log a

|x|

)2 dx ≤ 4
∫

B2δ

|∇(uφ)|2 dx +C
∫
Ω

u2 dx

≤ (4 + ε)
∫
Ω

|∇u|2 dx +C
∫
Ω

u2 dx,

which yields the result.
(II) Assume that 0 ∈ ∂Ω. Since ∂Ω is smooth, we may assume that ∂Ω is
represented by the graph x2 = h(x1), where h ∈ C1(R) and h(0) = |h′(0)| = 0 near
the origin. Namely, it holds that Ω∩Br = Bh

r for any small r > 0. From Lemma 1,
for any ε > 0 there exist small δ, r > 0 such that if |h′(x1)| ≤ δ for any x1 ∈ (−r, r),
then it holds∫

Bh
r

|u|2

|x|2
(
log a

|x|

)2 dx ≤
(
4 +

ε

2

) ∫
Bh

r

|∇u|2 dx ∀u ∈ H1(Br) with supp u ⊂ Br. (11)
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Let φ ∈ C∞c (Br), 0 ≤ φ ≤ 1, φ ≡ 1 on B r
2

and φ ≡ 0 on Br \ B r
2
. From (11), it holds

that for any u ∈ H1(Ω)∫
Ω

u2

|x|2
(
log a

|x|

)2 dx =
∫

Bh
r
2

u2

|x|2
(
log a

|x|

)2 dx +
∫
Ω∩(Bh

r )c

u2

|x|2
(
log a

|x|

)2 dx

=

∫
Bh

r

|uφ|2

|x|2
(
log a

|x|

)2 dx +C
∫
Ω

u2 dx

≤
(
4 +

ε

2

) ∫
Bh

r

|∇(uφ)|2 dx +C
∫
Ω

u2 dx

≤ (4 + ε)
∫
Ω

|∇u|2 dx +C
∫
Ω

u2 dx,

which ends the proof in this case. □

Now, we show the critical Hardy inequality for functions in H1(Ω) with aver-
age zero conditions.

Proposition 2. Assume that 0 ∈ Ω, g ∈ L2

(
Ω, dx

|x|2
(
log a

|x|
)2

)
with

∫
Ω

g

|x|2
(
log a

|x|
)2 dx = 1.

Let a > 1. Then there exists a constant C = C(a,Ω) > 0 such that the inequality

∫
Ω

u −
∫
Ω

ug

|x|2
(
log a

|x|

)2 dx


2

dx

|x|2
(
log a

|x|

)2 ≤ C
∫
Ω

|∇u|2 dx

holds for any u ∈ H1(Ω).

Proof. From Proposition 1, we have

∫
Ω

u −
∫
Ω

ug

|x|2
(
log a

|x|

)2 dx


2

dx

|x|2
(
log a

|x|

)2

≤ C

∥∥∥∥∥∥∥∥ u −
∫
Ω

ug

|x|2
(
log a

|x|

)2 dx

∥∥∥∥∥∥∥∥
2

H1(Ω)

≤ C ‖∇u‖2L2(Ω) +C

∥∥∥∥∥∥∥∥ u −
∫
Ω

ug

|x|2
(
log a

|x|

)2 dx

∥∥∥∥∥∥∥∥
2

L2(Ω)

.
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Therefore, it is enough to show that there exists a positive constant C such that the
inequality ∥∥∥∥∥∥∥∥ u −

∫
Ω

ug

|x|2
(
log a

|x|

)2 dx

∥∥∥∥∥∥∥∥
2

L2(Ω)

≤ C ‖∇u‖2L2(Ω)

holds for any u ∈ H1(Ω). Assume that such positive constant C does not exist.
Then there exists {um} ⊂ H1(Ω) such that

‖∇um‖L2(Ω)∥∥∥∥∥∥ um −
∫
Ω

um g

|x|2
(
log a

|x|
)2 dx

∥∥∥∥∥∥
L2(Ω)

→ 0 (m→ ∞).

Set

vm :=
um −

∫
Ω

um g

|x|2
(
log a

|x|
)2 dx∥∥∥∥∥∥ um −

∫
Ω

um g

|x|2
(
log a

|x|
)2 dx

∥∥∥∥∥∥
L2(Ω)

.

Then we see that ‖∇vm‖L2(Ω) → 0 (m → ∞), ‖vm‖L2(Ω) = 1 and
∫
Ω

vm g

|x|2
(
log a

|x|
)2 dx = 0

for any m ∈ N. We may assume that vm ⇀ v in H1(Ω) and vm → v in L2(Ω). Then,
for any φ ∈ C∞c (Ω),∣∣∣∣∣∫
Ω

Dxiv φ dx
∣∣∣∣∣ = ∣∣∣∣∣∫

Ω

v φxi dx
∣∣∣∣∣ = ∣∣∣∣∣ lim

m→∞

∫
Ω

vm φxi dx
∣∣∣∣∣

=

∣∣∣∣∣ lim
m→∞

∫
Ω

Dxivm φ dx
∣∣∣∣∣ ≤ lim

m→∞
‖∇vm‖L2(Ω) ‖∇φ‖L2(Ω) = 0.

Therefore, Dv = 0 a.e. in Ω which implies v is a constant function. Since∫
Ω

v g

|x|2
(
log a

|x|
)2 dx = limm→∞

∫
Ω

vm g

|x|2
(
log a

|x|
)2 dx = 0, we get v = 0 which contradicts

‖v‖L2(Ω) = limm→∞ ‖vm‖L2(Ω) = 1. □

If we substitute g for
(∫
Ω

dx

|x|2
(
log a

|x|
)2

)−1

in Proposition 2, then we see that the

inequality ∫
Ω

|u|2

|x|2
(
log a

|x|

)2 dx ≤ C
∫
Ω

|∇u|2 dx (12)

holds for any a > 1 and u ∈ H1(Ω) with
∫
Ω

u

|x|2
(
log a

|x|
)2 dx = 0.
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3. Existence of the second eigenfunction

Recall the minimization problem (2):

λa = inf
u∈A

∫
Ω

|∇u|2 dx,

A =

u ∈ H1(Ω) \ {0}

∣∣∣∣∣∣∣∣
∫
Ω

|u|2

|x|2
(
log a

|x|

)2 dx = 1,
∫
Ω

u

|x|2
(
log a

|x|

)2 dx = 0

 .
Main goal in this section is the following existence result.

Theorem 2. Assume 0 ∈ Ω and a > 1. If λa <
1
4 , then λa is attained.

Proof. Let {um}∞m=1 ⊂ A be a minimizing sequence for λa. Thus, we have
∫
Ω
|∇um|2 dx→

λa as m → ∞,
∫
Ω

um

|x|2
(
log a

|x|
)2 dx = 0, and

∫
Ω

|um |2

|x|2
(
log a

|x|
)2 dx = 1 for each m. Since

1

|x|2
(
log a

|x|
)2 ≥ min

{
1

(log a)2 ,
e2

a2

}
for any x ∈ Ω, we have that {um} is bounded in H1(Ω).

Thus we may assume that
um ⇀ u in H1(Ω),

um ⇀ u in L2

(
Ω, dx

|x|2
(
log a

|x|
)2

)
,

um → u a.e. in Ω.

Therefore, we see that
∫
Ω

u

|x|2
(
log a

|x|
)2 dx = 0 and

0 ≤
∫
Ω

|u|2

|x|2
(
log a

|x|

)2 dx ≤ lim inf
m→∞

∫
Ω

|um|2

|x|2
(
log a

|x|

)2 dx = 1.

We claim that ∫
Ω

|u|2

|x|2
(
log a

|x|

)2 dx = 1. (13)

If we show (13), then we have λa ≤
∫
Ω
|∇u|2 dx ≤ lim infm→∞

∫
Ω
|∇um|2 dx = λa

which implies that u ∈ H1(Ω) is a minimizer of λa.

10



First, we show that u . 0. Assume the contrary that u ≡ 0. Then by the
compactness of the embedding H1(Ω) ↪→ L2(Ω), we see

∫
Ω

u2
m dx → 0. Thus by

the critical Hardy inequality for H1(Ω) (10), we have

1 =
∫
Ω

|um|2

|x|2
(
log a

|x|

)2 dx ≤ (4 + ε)
∫
Ω

|∇um|2 dx + o(1)

≤ (4 + ε)(λa + o(1)) + o(1).

Letting m→ ∞ and then ε→ 0, we have 1 ≤ 4λa, which contradicts the assump-
tion λa <

1
4 . Therefore, u . 0. Let us assume by contradiction that (13) does not

hold and
∫
Ω

|u|2

|x|2
(
log a

|x|
)2 dx < 1. Since

um − u ⇀ 0 in H1(Ω) and in L2

Ω, dx

|x|2
(
log a

|x|

)2

,
we see

∫
Ω
|um − u|2 dx = o(1) and by (10), again we have

0 < 1 −
∫
Ω

|u|2

|x|2
(
log a

|x|

)2 dx =
∫
Ω

|um|2

|x|2
(
log a

|x|

)2 dx −
∫
Ω

|u|2

|x|2
(
log a

|x|

)2 dx

=

∫
Ω

|um − u|2

|x|2
(
log a

|x|

)2 dx + o(1)

≤ (4 + ε)
∫
Ω

|∇(um − u)|2 dx +C
∫
Ω

|um − u|2 dx + o(1)

≤ (4 + ε)
(∫
Ω

|∇um|2 dx −
∫
Ω

|∇u|2 dx
)
+ o(1)

= (4 + ε)λa − (4 + ε)
∫
Ω

|∇u|2 dx + o(1)

as m→ ∞. Also since
∫
Ω

u

|x|2
(
log a

|x|
)2 dx = 0, we have λa

∫
Ω

|u|2

|x|2
(
log a

|x|
)2 dx ≤

∫
Ω
|∇u|2 dx

by the definition of λa. Therefore letting m→ ∞, we have

1 −
∫
Ω

|u|2

|x|2
(
log a

|x|

)2 dx ≤ (4 + ε)λa

1 −
∫
Ω

|u|2

|x|2
(
log a

|x|

)2 dx

 ,
11



which implies that 1 ≤ (4 + ε)λa. Again, letting ε → 0, we have a contradiction
to the assumption of λa. Therefore, we have (13).

The proof is now complete. □

In the end of this section, we give two examples of the domain which satisfies
λa <

1
4 .

We say that the domain Ω satisfies condition (A) if there exist δ, θ∗, θ∗ > 0,
0 ≤ θ∗ < θ∗ < 2π such that

{(r, θ) ∈ (1 − δ, 1) × (θ∗, θ∗)} ⊂ Ω

holds, where (r, θ) is a polar coordinate in R2.

Proposition 3. If Ω satisfies condition (A), then there exists a positive constant C
such that λa ≤ C log a for a > 1.

Proof. Let ϕδ be a smooth cut-off function which satisfies ϕδ(r) = 1 for r ∈[
1 − δ

2 , 1
]
, ϕδ(r) = 0 for r ∈ [0, 1 − δ], 0 ≤ ϕδ ≤ 1, and |∇ϕδ| ≤ Cδ−1. Consider the

following test function.

φδ(x) = φδ(r, θ) =

rϕδ(r) sin
(

2π(θ−θ∗)
θ∗−θ∗

)
if θ ∈ [θ∗, θ∗]

0 if θ < [θ∗, θ∗]

Note that∫
Ω

φδ

|x|2
(
log a

|x|

)2 dx =


∫ 1

1−δ

ϕδ(r)(
log a

|x|

)2 dr


(∫ θ∗

θ∗

sin
(
2π(θ − θ∗)
θ∗ − θ∗

)
dθ

)
= 0

Applying φδ to λa implies that

λa ≤

∫ 1

1−δ

∫ θ∗

θ∗

[
|(rϕδ)′|2 sin2

(
2π(θ−θ∗)
θ∗−θ∗

)
+ ϕ2

δ

(
2π

θ∗−θ∗

)2
cos2

(
2π(θ−θ∗)
θ∗−θ∗

)]
r drdθ(∫ 1

1−δ/2
r

(log a
r )

2 dr
) (∫ θ∗

θ∗
sin2

(
2π(θ−θ∗)
θ∗−θ∗

)
dθ

) .

Since ∫ 1

1−δ/2

r(
log a

r

)2 dr ≥
(
1 − δ

2

)2 ∫ log a−log(1−δ/2)

log a

dt
t2 = O

(
(log a)−1

)
as a→ 1, we have λa ≤ C log a for a > 1. □
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For the next example, we say that a pair (a, L) is admissible if a > 1, 0 < L < 1,
and

8π <
∫

BL

1(
log a

|x|

)2 dx.

holds.

Lemma 2. The set of admissible pairs (a, L) is non-empty.

Proof. Indeed, since 1(
log a

|x|
)2 ∈ L1(B1) for any a > 1, we have

lim
L→1−0

∫
BL

1(
log a

|x|

)2 dx =
∫

B1

1(
log a

|x|

)2 dx.

So it is enough to show that the following integral∫
B1

1(
log a

|x|

)2 dx = 2π
∫ 1

0

r(
log a

r

)2 dr = 2πa2
∫ ∞

log a

e−2t

t2 dt

is large enough for some a > 1 and 0 < L < 1. Since

2πa2
∫ ∞

log a

e−2t

t2 dt = 2πa2


[(
−1

t

)
e−2t

]∞
log a
− 2

∫ ∞

log a

e−2t

t
dt


=

2π
log a

− 4πa2
∫ ∞

log a

e−2t

t
dt,

we have

4πa2
∫ ∞

log a

e−2t

t
dt = 4πa2

(∫ log(a+1)

log a

e−2t

t
dt +

∫ ∞

log(a+1)

e−2t

t
dt

)
≤ 4πa2

(∫ log(a+1)

log a

e−2 log a

t
dt +

∫ ∞

log(a+1)

e−2t

log(a + 1)
dt

)
= 4πa2

(
a−2

∫ log(a+1)

log a

1
t
dt +

1
log(a + 1)

∫ ∞

log(a+1)
e−2tdt

)
= 4πa2

(
a−2 (

log log(a + 1) − log log a
)
+

1
log(a + 1)

e−2 log(a+1)

2

)
= 4π log log(a + 1) − 4π log log a +

2π
log(a + 1)

a2

(a + 1)2

= −4π log log a + O(1) (as a→ 1 + 0).
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Therefore,∫
B1

1(
log a

|x|

)2 dx =
2π

log a
− 4πa2

∫ ∞

log a

e−2t

t
dt

≥ 2π
log a

− (−4π log log a + O(1)
)

=
2π

log a
+ 4π log log a + O(1)→ +∞ (a→ 1 + 0).

Then, there exists a0 > 1 such that
∫

B1

1(
log a0

|x|
)2 dx > 16π. Therefore, there exists

L0 < 1 such that
∫

BL0

1(
log a0

|x|
)2 dx > 8π. □

Let 0 < L < 1. We say that the domain Ω ⊂ R2 satisfies the condition (L) if

BL(0) ⊂ Ω ⊂ B1 and
2∑

i=1


∫
Ω

xi

|x|2
(
log a

|x|

)2 dx


2

, 0.

Proposition 4. If Ω satisfies the condition (L) for some L ∈ (0, 1) and (a, L) is
admissible, then λa(Ω) < 1/4.

Proof. Set αi =
∫
Ω

xi

|x|2
(
log a

|x|
)2 dx for i = 1, 2 and u(x) = α2x1 − α1x2. Note that

u ∈ H1(Ω) satisfies that
∫
Ω

u

|x|2
(
log a

|x|
)2 dx = 0. Testing λa(Ω) by u(x) = α2x1 − α1x2,

we have ∫
Ω

|∇u|2dx = (α2
1 + α

2
2)|Ω|.

From the symmetry, we have∫
Ω

|u|2

|x|2
(
log a

|x|

)2 dx ≥
∫

BL

|u|2

|x|2
(
log a

|x|

)2 dx

= α2
1

∫
Ω

x2
1

|x|2
(
log a

|x|

)2 dx + α2
2

∫
BL

x2
2

|x|2
(
log a

|x|

)2 dx + 2α1α2

∫
BL

x1x2

|x|2
(
log a

|x|

)2 dx

=
α2

1 + α
2
2

2

∫
BL

1(
log a

|x|

)2 dx.
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Therefore,

λa(Ω) ≤
∫
Ω
|∇u|2 dx∫

Ω

|u|2

|x|2
(
log a

|x|
)2 dx

≤
(α2

1 + α
2
2)|Ω|

α2
1+α

2
2

2

∫
BL

1(
log a

|x|
)2 dx

=
2|Ω|∫

BL

1(
log a

|x|
)2 dx

≤ 2π∫
BL

1(
log a

|x|
)2 dx

<
1
4

since |Ω| < |B1| = π and (a, L) is admissible. Thus we have λa(Ω) < 1/4. □

From Proposition 3, Proposition 4 and Theorem 2, we have the following.

Corollary 1. Assume Ω satisfies the condition (A) and a > 1 sufficiently close
to 1, or condition (L) for an admissible pair (a, L). Then there exists the second
eigenfunction of the eigenvalue problem (N).

Proof. From Proposition 3 or Proposition 4, we have λa < 1/4 and by Theorem
2, there exists a minimizer u of λa. Now, we check the Euler-Lagrange equation
satisfied by u. Let φ ∈ H1(Ω) with

∫
Ω

φ

|x|2
(
log a

|x|
)2 dx = 0. Set

h(t) =

∫
Ω
|∇(u + tφ)|2 dx∫
Ω

|u+tφ|2

|x|2
(
log a

|x|
)2 dx

.

Since the function h attains a minimum at t = 0, we have∫
Ω

∇u · ∇φ dx − λa

∫
Ω

uφ

|x|2
(
log a

|x|

)2 dx = 0.

To extend this identity for any φ ∈ H1(Ω), we set

ψ = φ −

∫
Ω

φ

|x|2
(
log a

|x|
)2 dx∫

Ω

1

|x|2
(
log a

|x|
)2 dx

.

Since
∫
Ω

ψ

|x|2
(
log a

|x|
)2 dx = 0 and u is orthogonal to 1 in L2

(
Ω, dx

|x|2
(
log a

|x|
)2

)
, we have∫

Ω

∇u · ∇φ dx =
∫
Ω

∇u · ∇ψ dx = λa

∫
Ω

uψ

|x|2
(
log a

|x|

)2 dx = λa

∫
Ω

uφ

|x|2
(
log a

|x|

)2 dx

for any φ ∈ H1(Ω). □
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4. Asymptotic behavior of the second eigenfunction around 0.

In this section, we study the asymptotic behavior of the second eigenfunction
around the origin, which is obtained in §3. To obtain the asymptotic behavior in
our case by De Giorgi-Nash-Moser iteration technique ([7], [8], [6]), we need a
Sobolev type inequality with a logarithmic weight in Theorem 1 and its extension
to H1(Br) in Lemma 1.

Theorem 3. Let λa ∈ (0, 1
4 ) be the second eigenvalue of (N) and ua ∈ H1(Ω) be

the corresponding second eigenfunction of (N). Then there exist δ > 0 and C > 0
such that

|ua(x)| ≤ C
(
log

a
|x|

) 1
2−
√

1−4λa
2

 for x ∈ Bδ \ {0} if 0 ∈ Ω,
for x ∈ Bδ ∩Ω if 0 ∈ ∂Ω.

Remark 1. It is known that for ν ∈ (0, 1), a ≥ e, and 0 ∈ Ω, the solution uν ∈
H1

0(Ω) of the following eigenvalue problem corresponding λ = λ(ν):

(D)

−∆u − ν
4

u

|x|2
(
log a

|x|
)2 = λu in Ω,

u > 0 in Ω, u = 0 on ∂Ω.

satisfies the following estimates.

C1 ≤ lim inf
x→0

(
log

a
|x|

)− 1
2+
√

1−ν
2

|uν(x)| ≤ lim sup
x→0

(
log

a
|x|

)− 1
2+
√

1−ν
2

|uν(x)| ≤ C2

lim sup
x→0

(
log

a
|x|

)− 1
2+
√

1−ν
2

|x| |∇uν(x)| ≤ C2

See [2] Theorem 1.5.

Proof. Put ua = u for simplicity. Define

v(x) =
(
log

a
|x|

)−α
u(x) =

u(x)
Va(x)

,

where Va(x) =
(
log a

|x|

)α
and α = 1

2 −
√

1−4λa
2 . Note that Va satisfies the equa-

tion −∆Va =
λa

|x|2
(
log a

|x|
)2 Va in Ω. By straightforward calculations, we see that
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v ∈ H1
(
Ω,

(
log a

|x|

)2α
dx

)
and

div
(log

a
|x|

)2α

∇v
 = 0 in Ω. (14)

We shall show v ∈ L∞. Let 0 < r < ρ. We put φ = η2vv2(s−1)
` , where `, s > 1,

v` = min{|v|, `}, and η is a C1-function such that η = 1 on Br, η = 0 on R2 \ Bρ and
|∇η| ≤ 4

ρ−r on R2. Testing (14) with φ we have

0 =
∫
Ω

(
log

a
|x|

)2α

∇v · ∇
(
η2vv2(s−1)

`

)
dx

=

∫
Ω

(
log

a
|x|

)2α [
2ηvv2(s−1)

` ∇v · ∇η + η2v2(s−1)
` |∇v|2 + 2(s − 1)v2(s−1)

` |∇v`|2η2
]

dx.

Therefore, we have∫
Ω

(
log

a
|x|

)2α [
η2v2(s−1)

` |∇v|2 + 2(s − 1)v2(s−1)
` |∇v`|2η2

]
dx

= −
∫
Ω

(
log

a
|x|

)2α

2ηvv2(s−1)
` ∇v · ∇η dx

≤ 1
2

∫
Ω

(
log

a
|x|

)2α

η2v2(s−1)
` |∇v|2 dx +C

∫
Ω

(
log

a
|x|

)2α

v2v2(s−1)
` |∇η|2 dx

which implies that∫
Ω

(
log

a
|x|

)2α [
1
2
η2v2(s−1)

` |∇v|2 + 2(s − 1)v2(s−1)
` |∇v`|2η2

]
dx

≤ C
∫
Ω

(
log

a
|x|

)2α

v2v2(s−1)
` |∇η|2 dx (15)

Here, we have used the inequality (3) in Theorem 1 with u = ηvvs−1
` . We choose

B = 2α ∈ [0, 1), A > 1, p = 2 A−1
1−B > 2. By using Theorem 1 for the case where
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0 ∈ Ω and Lemma 1 for the case where 0 ∈ ∂Ω, we have∫
Ω∩Bρ

|ηvvs−1
` |p

|x|2(log a
|x| )

A dx
 2

p

≤ C
∫
Ω∩Bρ

(
log

a
|x|

)2α

|∇(ηvvs−1
` )|2 dx

≤ C
∫
Ω∩Bρ

(
log

a
|x|

)2α [
|∇η|2v2v2(s−1)

` + η2v2(s−1)
` |∇v|2 + (s − 1)2v2(s−1)

` |∇v`|2η2
]

dx

≤ Cs
∫
Ω∩Bρ

(
log

a
|x|

)2α

v2v2(s−1)
` |∇η|2 dx,

where the last inequality comes from (15). Since v2v−2
` ≤ vpv−p

` and |x|2
(
log a

|x|

)A+2α
≤

C for any x ∈ Ω, we have∫
Ω∩Br

v2vps−2
`

|x|2(log a
|x| )

A dx


2
p

≤ Cs
(ρ − r)2

∫
Ω∩Bρ

v2v2s−2
`

|x|2(log a
|x| )

A dx. (16)

Take ρ0 > 0 such that B2ρ0 ⊂ Ω and

s0 = 2, s j = s0

( p
2

) j
, r j = ρ0(1 + ρ j

0) for j = 0, 1, 2, · · · .

Applying the inequality (16) with ρ = r j, r = r j+1, we obtain

∫
Ω∩Br j+1

v2v2s j+1−2
`

|x|2(log a
|x| )

A dx


1

2s j+1

≤
 Cs j

(ρ0 − ρ2
0)2ρ

2 j
0


1

2s j
∫
Ω∩Br j

v2v2s j−2
`

|x|2(log a
|x| )

A dx


1

2s j

.

Therefore, we have∫
Ω∩Br j+1

v2v2s j+1−2
` dx


1

2s j+1

≤
Cs j

ρ
2 j
0


1

2s j
∫
Ω∩Br j

v2v2s j−2
` dx


1

2s j

≤
(√

C
)∑ j

k=0 s−1
k ρ
−∑ j

k=0 ks−1
k

0

 j∏
k=0

s
1

2sk
k


∫
Ω∩Br0

v2v2s0−2
`

|x|2(log a
|x| )

A dx


1

2s0
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which implies that

‖v‖L∞(Ω∩Bρ0 ) = lim
`→∞

lim
j→∞
‖v`‖L2s j+1 (Ω∩Bρ0 )

≤
(√

C
)∑∞

k=0 s−1
k ρ
−∑∞

k=0 ks−1
k

0

 ∞∏
k=0

s
1

2sk
k

 ∫
Ω

(
log

a
|x|

)2α

|∇v|2 dx
 1

2

.

Since the infinite sums and the infinite product on the right-hand side of the above
inequality are finite, v ∈ L∞(Ω ∩ Bρ0). The desired result follows. □

5. The Robin boundary conditions

As in the former sections, we can consider the minimization problem

λR
a := inf


∫
Ω
|∇u|2 dx +

∫
∂Ω
βu2dS∫

Ω

|u|2
|x|2(log a

|x| )
2 dx

∣∣∣∣∣∣∣∣ u ∈ H1(Ω) \ {0}

 ,
where β is a continuous function on ∂Ω and a > 1. Then λR

a is the first (small-
est) eigenvalue of the following linear eigenvalue problem with Robin boundary
conditions

(R)

−∆u = λ u

|x|2
(
log a

|x|
)2 in Ω,

∂u
∂ν
+ βu = 0 on ∂Ω.

Clearly we have λR
a ≤ 1

4 for any β ∈ C(∂Ω) by using H1
0(Ω) ⊂ H1(Ω) and the

inequality (1). In this section we prove some results about λR
a . Since the arguments

we use are similar to those in §3 and §4, we will omit the most proofs here.
First, we assume that β is a non-negative continuous function.

Theorem 4. (λR
a with a non-negative coefficient β) Assume 0 ∈ Ω. Let a > 1,

β ≥ 0, β . 0. Then λR
a > 0. Furthermore, if λR

a <
1
4 , then λR

a is attained.

Remark 2. Let Ω = BR(0). Using the test function u ≡ 1, we have

λR
a ≤

∫
∂Ω
β dS∫

Ω

dx
|x|2(log a

|x| )
2

≤ ‖β‖L∞(∂Ω)R log
a
R
.

Therefore, λR
a <

1
4 if ‖β‖L∞(∂Ω)R log a

R <
1
4 holds.
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Proof. First we show that λR
a > 0. Obviously λR

a ≥ 0. Assume that λR
a = 0. Then

there exists a sequence {um} ⊂ H1(Ω) such that∫
Ω

|∇um|2 dx +
∫
∂Ω

βu2
m dS → 0 (m→ ∞),

∫
Ω

|um|2
|x|2(log a

|x| )
2 dx = 1 (∀m ∈ N).

Since β ≥ 0, we have ‖∇um‖L2(Ω) = o(1) as m → ∞ and moreover
(

1
log a

)2 ∫
Ω

u2
m ≤∫

Ω

|um |2
|x|2(log a

|x| )
2 dx = 1. Thus {um} is bounded in H1(Ω) and we may assume that

um ⇀ u in H1(Ω) for some u ∈ H1(Ω), um → u in L2(Ω) and L2(∂Ω), since the
embedding H1(Ω) ↪→ L2(∂Ω) is compact. Since ∇um → 0 in L2(Ω,R2), we have
∇u = 0, that is u is a constant. On the other hand,

∫
∂Ω
βu2

mdS = o(1) implies∫
∂Ω
βu2dS = 0, which is impossible if u is a non zero constant. Thus we have

u ≡ 0 and um → 0 in H1(Ω) strongly. However this contradicts
∫
Ω

|um |2
|x|2(log a

|x| )
2 dx = 1

and the critical Hardy inequality (10) for um ∈ H1(Ω). Hence λR
a > 0.

The attainability of λR
a can be shown by a minor modification of the proof of

Theorem 2. We omit it here. □

Theorem 5. (Simplicity of λR
a ) Let a > 1, β . 0, β ≥ 0, and λR

a <
1
4 . Then the first

eigenvalue λR
a is simple and the corresponding eigenfunction does not change its

sign.

Proof. The proof follows from [6]. We omit it here. □

Theorem 6. (Asymptotic behavior of the first eigenfunction of λR
a ) Let a > 1,

β ≥ 0, β . 0, λR
a < 1

4 , and ua be a positive minimizer of λR
a . Then there exist a

δ > 0 and positive constants C1,C2 such that
C1

(
log a

|x|

) 1
2−
√

1−4λR
a

2 ≤ ua(x) ≤ C2

(
log a

|x|

) 1
2−
√

1−4λR
a

2 for x ∈ Bδ \ {0} if 0 ∈ Ω,

ua(x) ≤ C2

(
log a

|x|

) 1
2−
√

1−4λR
a

2 for x ∈ Bδ ∩Ω if 0 ∈ ∂Ω,

hold true.

Proof. The upper bound follows from the same argument as in the proof of The-
orem 3. The lower bound in the case 0 ∈ Ω follows from the same argument as in
the proof of [2] Theorem 1.5. □

Next we assume that β is a non-positive continuous function.
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Theorem 7. (λR
a with a non-positive coefficient β) Assume 0 ∈ Ω. Let a > 1, β . 0

and β ≤ 0. Then −∞ < λR
a < 0. Furthermore, λR

a is attained.

Proof. Obviously, we see that λR
a < 0 by using the test function u ≡ 1. Recall the

following trace inequality in H1(Ω) ([3] Lemma 1): for any ε > 0 there exist a
constant C(ε) > 0 such that∫

∂Ω

u2 dS ≤ ε
∫
Ω

|∇u|2 dx +C(ε)
∫
Ω

u2 dx

for any u ∈ H1(Ω). If we choose ε > 0 so that ε ‖β‖L∞(∂Ω) < 1, then the above
inequality implies∫

Ω

|∇u|2 dx +
∫
∂Ω

βu2 dS

≥ (1 − ε ‖β‖∞)
∫
Ω

|∇u|2 dx + ‖β‖∞
(
ε

∫
Ω

|∇u|2 dx −
∫
∂Ω

u2 dS
)

≥ −‖β‖∞C(ε)
∫
Ω

u2 dx ≥ −‖β‖∞C
∫
Ω

|u|2
|x|2(log a

|x| )
2 dx

which implies that λR
a is bounded from below. The attainability of λR

a can be shown
by a minor modification of the proof of Theorem 2. □

Finally, we assume that β is a sign-changing continuous function. For β, set
β± =max{ ±β, 0}. Then β = β+ − β−.
Theorem 8. (λR

a with a sign-changing coefficient β) Assume 0 ∈ Ω. Let a >
1, β+ . 0 and β− . 0. Then λR

a is bounded from below. Especially, in the case
where

∫
∂Ω
β dS ≤ 0, λR

a < 0 is attained. On the other hand, in the case where∫
∂Ω
β dS > 0, λR

a is attained if λR
a <

1
4 .

Proof. In the case where
∫
∂Ω
β dS < 0, we easily see that λR

a < 0 by using the test
function u ≡ 1. If

∫
∂Ω
β dS = 0, then we test λR

a with a function u(x) = v(x) + t,
where t > 0 is a constant and v ∈ C1

c (Ω) with v ≥ 0 suppv ∩ suppβ− = ∅, and∫
∂Ω
β−v dS > 0. Then we have∫
Ω

|∇u|2 dx +
∫
∂Ω

βu2 dS =
∫
Ω

|∇v|2 dx −
∫
∂Ω

β−v2 dS − 2t
∫
∂Ω

β−v dS < 0

for sufficiently large t > 0. Therefore, we see that λR
a < 0. The boundedness of λR

a
from below follows from the proof of Theorem 7. The attainability of λR

a can be
shown by a minor modification of the proof of Theorem 2. □
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6. Sobolev type inequalities with logarithmic weights

In this section, we prove Theorem 1.
Our basic tools are the generalized rearrangement of functions by Talenti [19,

20] and the weighted nonlinear potential theory by D. R. Adams [1]. Basically,
we follow the arguments by Horiuchi and Kumlin [10] to establish Theorem 1. In
[10], Caffarelli-Kohn-Nirenberg inequalities with critical or supercritical power
type weights are studied.

In the case where p = 2 or B = 0, the optimal constant and the attainability of
the inequality (3) are studied by [10, 15, 14, 12, 16]. Therefore, we shall show the
inequality (3) in the case where B , 0 and p > 2.

For Trudinger-Moser inequalities with logarithmic weights, see [5, 13].
Recall the following Theorem.

Theorem A . ([1] Theorem 7.1) Let p > 2. Assume that ω belongs to Muck-
enhoupt A2-class, g ∈ L1

loc(R
2) and g ≥ 0 a.e. on R2. Then the following two

assertions are equivalent to each other:

(1) sup
x∈R2, r>0

(∫
Br(x)

g(x) dx
)

J[ω](x, r)
p
2 < ∞,

(2) There exists a constant C > 0 such that for any f ∈ L2(R2; ω dx),
‖I1 ∗ f ‖Lp(R2; g(x) dx) ≤ C‖ f ‖L2(R2;ω dx).

Here, Is(x) =
Γ
(

2−s
2

)
2sπΓ

(
s
2

) |x|−(2−s) is the Riesz potential for s ∈ (0, 2) in R2 and

J[ω](x, r) =
∫ ∞

r

1
πt2

(∫
Bt(x)

dy
ω(y)

)
dt
t

Proof of Theorem 1: Let B , 0 and p > 2. We divide the proof into two cases
with respect to the range of B.
(I) Let B < 0. In this case, we can apply a theory of generalized rearrangement
of functions ([19, 20]). Set

f (x) =


(
log a

|x|

)−B
if |x| ≤ 1,(

log a
)−B if |x| ≥ 1.
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Since f ∈ L1
loc(R

2) ∩ C(R2 \ {0}) is radial, non-increasing with respect to r = |x|,
and f ≥ 0 on R2 \ {0}, f is admissible. Thanks to zero extension, it is enough
to show the inequality (3) for u ∈ C∞c (B1). Now, we define the rearrangement
function R f [u] of u with respect to f as follows: For x ∈ R2 \ {0},

R f [u](x) = R f [u](|x|) = sup{ t ≥ 0 | µ f [u](t) > µ f
(
B|x|

) },
µ f (A) =

∫
A

f (x) dx,

µ f [u](t) = µ f ( { |u| > t } ) =
∫
{ |u|>t }

f (x) dx.

In the case where f ≡ 1, R f [u] coincides with the well-known rearrangement u#.
Given A, B, we fix ã > 1 such that 1

|x|2
(
log ã

|x|
)A−B is decreasing with respect to r = |x|.

Then we have∫
B1

|u|p

|x|2
(
log a

|x|

)A dx ≤ C
∫

B1

|u|p

|x|2
(
log ã

|x|

)A−B f (x) dx

≤ C
∫

B1

| R f [u] |p

|x|2
(
log ã

|x|

)A−B f (x) dx ≤ C
∫

B1

| R f [u] |p

|x|2
(
log a

|x|

)A dx,

where the second inequality comes from the Hardy-Littlewood type inequality,
see e.g. [10] Proposition 4.4. On the other hand, the Pólya-Szegö type inequality,
see e.g. [10] Proposition 4.5, implies∫

B1

(
log

a
|x|

)B

|∇u|2 dx =
∫

B1

|∇u|2
f (x)

dx

≥
∫

B1

|∇R f [u] |2
f (x)

dx =
∫

B1

(
log

a
|x|

)B

|∇R f [u] |2 dx.

Therefore it is enough to show the inequality (3) only for radial functions. Here,
we recall the Hardy type inequality with logarithmic weigts (see e.g. [12, 14] or
[16] Corollary 1.3):(

1 − B
2

)2 ∫
B1

|u|2

|x|2
(
log a

|x|

)2−B dx ≤
∫

B1

|∇u|2(
log a

|x|

)−B dx (u ∈ C∞c (B1)) (17)
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and the radial lemma with logarithmic weights (see e.g. [5] lemma 5):

|u(x)| ≤ C
√

1 − B

∫
B1

|∇u|2
(
log

a
|x|

)B

dx
 1

2 (
log

a
|x|

) 1−B
2

(u ∈ C∞c,rad(B1)) (18)

By using (17) and (18), we have∫
B1

|u|p
|x|2(log a

|x| )
A dx ≤ C

∫
B1

|u|p

|x|2(log a
|x| )

1+ p
2 (1−B)

dx

≤ C
∫

B1

|u|p−2(
log a

|x|

) (p−2)(1−B)
2

|u|2
|x|2(log a

|x| )
2−B dx

≤ C
∫

B1

(
log

a
|x|

)B

|∇u|2 dx


p−2
2 ∫

B1

|u|2
|x|2(log a

|x| )
2−B dx

≤ C
∫

B1

(
log

a
|x|

)B

|∇u|2 dx


p
2

Therefore, the inequality (3) holds for any radial functions.
(II) Let 0 < B < 1. In this case, we apply the weighted nonlinear potential
theory by D. R. Adams to prove Theorem 1. In order to do so, we need to choose
appropriate weights to which Theorem A is applicable: Set

g(x) =

|x|−2
(
log a

|x|

)−A
if x ∈ B1,

0 if x ∈ R2 \ B1,
(19)

and

ω(x) =


(
log a

|x|

)B
if x ∈ B1,

|x|γ (log a
)B if x ∈ R2 \ B1,

(20)

where 0 < γ < 2. Note that g ∈ L1
loc(R

2) and ω ∈ C(R2 \ {0}). Furthermore, we
obtain the followings.

Lemma 3. ω belongs to Muckenhoupt A2-class.

Lemma 4. supx∈R2,r>0

(∫
Br(x)

g(x) dx
)

J[ω](x, r)
p
2 < ∞.
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For the moment, we assume the validity of Lemma 3, 4. Then from Theorem
A, Lemma 3 and Lemma 4, we see that the inequality

‖ I1 ∗ f ‖Lp(R2; g dx) ≤ C‖ f ‖L2(R2;ω dx) (21)

holds for any f ∈ L2(R2;ω dx) and p > 2 where I1(x) = 1
2π |x|−1. From the

Sobolev’s integral representation:

u(x) =
1

2π

∫
R2

∇u(y) · (x − y)
|x − y|2 dy for x ∈ R2,

we have

|u(x)| ≤ [I1 ∗ |∇u|](x) for x ∈ R2.

Combining this with (21) for f = |∇u| implies∫
Ω

|u|p
|x|2(log a

|x| )
A dx

 2
p

= ‖u‖2Lp(Ω;g(x) dx)

≤ ‖ I1 ∗ |∇u| ‖2Lp(R2;g(x) dx)

≤ C‖∇u‖2L2(R2;ω(x) dx) = C
∫
Ω

(
log

a
|x|

)B

|∇u|2 dx.

This proves Theorem 1. □
From now on, we will prove Lemma 3 and Lemma 4. We start by showing the

useful computational lemma.

Lemma 5. Let −1 < α < 1, a > 1, and R > 0 such that a
R > e. Then there exists a

positive constant C such that∫
BR(0)

(
log

a
|y|

)α
dy ≤ CR2

(
log

a
R

)α
.

Proof. By a change of variables, we have∫
BR(0)

(
log

a
|y|

)α
dy = 2π

∫ R

0

(
log

a
s

)α
s ds = 2πa2

∫ ∞

log a
R

tαe−2tdt.
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First, we consider the case where α ∈ (−1, 0]. Since the function g(t) = tα is
monotone decreasing in

(
log a

R ,∞
)
, we have

2πa2
∫ ∞

log a
R

tαe−2tdt ≤ 2πa2
(
log

a
R

)α ∫ ∞

log a
R

e−2tdt

= 2πa2
(
log

a
R

)α [
e−2t

−2

]∞
log a

R

= πR2
(
log

a
R

)α
.

Next, we consider the case where α ∈ (0, 1). Set β = 2 log a
R > 2. Since the

function g(t) = tβe−2t is monotone decreasing in
(
log a

R ,∞
)
, we have

2πa2
∫ ∞

log a
R

tα−β · tβe−2tdt ≤ 2πa2
(
log

a
R

)β
e−β

∫ ∞

log a
R

tα−βdt

= 2πa2
(
log

a
R

)β ( a
R

)−2
[

tα−β+1

α − β + 1

]∞
log a

R

= 2πR2
(
log

a
R

)β (
log a

R

)α−β+1

β − (α + 1)

=
2π

2 log a
R − (α + 1)

R2
(
log

a
R

)α+1
≤ 2π

1 − αR2
(
log

a
R

)α
,

where we have used α − β + 1 < 0 and the last inequality comes from f (x) =
x

2x−(α+1) <
1

1−α for any α < 1 < x. □

Proof of Lemma 3: To show that ω in (20) belongs to Muckenhoupt A2-class, we
show

sup
x∈R2,r>0

S (x, r) = sup
x∈R2,r>0

1
π2r4

(∫
Br(x)

ω(y) dy
) (∫

Br(x)
ω(y)−1 dy

)
< ∞. (22)

Note that we are in the case 0 < B < 1. According to the value of |x|, we divide
the proof into three parts.
(I) The case where x = 0.

First, we assume that r ≤ 1. From Lemma 5, we have

S (0, r) =
1
π2r4

∫
Br(0)

(
log

a
|y|

)B

dy
 ∫

Br(0)

(
log

a
|y|

)−B

dy


≤ 1
π2r4

(
CR2

(
log

a
R

)B
) (

CR2
(
log

a
R

)−B
)
≤ C.
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Next, we assume that r > 1. Then we have

S (0, r) =
1
π2r4

∫
B1(0)

(
log

a
|y|

)B

dy +
∫

Br(0)\B1(0)

(
log a

)B |y|γ dy


×
∫

B1(0)

(
log

a
|y|

)−B

dy +
∫

Br(0)\B1(0)

(
log a

)−B |y|−γ dy


≤ C
r4

(
1 + r2+γ

) (
1 + r2−γ

)
≤ C

r2−γ +C < ∞

since 0 < γ < 2.
(II) The case where 0 < |x| ≤ 1.

Let M > 0 be a large constant such that M > 1
a−1 . We divide the prof into four

parts.
(II-a) The case where 0 < r ≤ min

{ |x|
M , 1 − |x|

}
.

Then we see that y ∈ Br(x) ⊂ B|x|+r(0) \ B|x|−r(0) ⊂ B1. Therefore, we have

S (x, r) ≤ 1
π2r4

∫
Br(x)

(
log

a
|x| − r

)B

dy
 ∫

Br(x)

(
log

a
|x| + r

)−B

dy


=

 log a
|x| + log |x|

|x|−r

log a
|x| + log |x|

|x|+r


B

≤
 log a

|x| + log M
M−1

log a
|x| + log M

M+1

B

< ∞

for any x ∈ B1(0) \ {0}. Here we have used |x|
|x|−r ≤

M
M−1 and |x|

|x|+r ≥
M

M+1 for r ≤ |x|M .
(II-b) The case where 1 − |x| ≤ r ≤ |x|M .

In this case, since 0 < |x| ≤ 1, we have 0 ≤ r ≤ 1
M and M

M+1 ≤ |x| ≤ 1. Then we
see that y ∈ Br(x) ⊂ B|x|+r(0) \ B|x|−r(0) and |x|+ r ≤ M+1

M , |x| − r ≥ M−1
M+1 . Therefore,

we have

S (x, r) ≤ 1
π2r4

∫
Br(x)∩B1(0)

(
log

a
|x| − r

)B

dy +
∫

Br(x)∩B1(0)c

(
log a

)B (|x| + r)γ dy


×
∫

Br(x)∩B1(0)

(
log

a
|x| + r

)−B

dy +
∫

Br(x)∩B1(0)c

(
log a

)−B dy


≤ C
(log

M + 1
M − 1

a
)B

+ (log a)B

(
M + 1

M

)γ ((log
M

M + 1
a
)−B

+ (log a)−B

)
< ∞.

(II-c) The case where |x|M ≤ r ≤ 1 − |x|.
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In this case, Br(x) ⊂ B|x|+r(0) ⊂ B1(0). From Lemma 5, we have

S (x, r) ≤ 1
π2r4

∫
B|x|+r(0)

(
log

a
|y|

)B

dy
 ∫

B|x|+r(0)

(
log

a
|y|

)−B

dy


≤ C
r4 (|x| + r)2

(
log

a
|x| + r

)B

· (|x| + r)2
(
log

a
|x| + r

)−B

≤ C
(
|x| + r

r

)4

≤ C
(Mr + r

r

)4

< ∞.

(II-d) The case where r ≥ max
{ |x|

M , 1 − |x|
}
.

Then we see that r ≥ 1
M+1 is away from 0 and |x| + r ≤ (M + 1)r. Therefore,

by Lemma 5, we have

S (x, r) ≤ 1
π2r4

∫
B1(0)

(
log

a
|y|

)B

dy +
∫

B|x|+r(0)\B1(0)

(
log a

)B |y|γ dy


×
∫

B1(0)

(
log

a
|y|

)−B

dy +
∫

B|x|+r(0)\B1(0)

(
log a

)−B |y|−γ dy


≤ C
r4

(
(log a)B + (log a)B

∫ (M+1)r

0
sγ+1ds

)
·
(
(log a)−B + (log a)−B

∫ (M+1)r

0
s−γ+1ds

)
≤ C

r4

(
1 + rγ+2

) (
1 + r2−γ

)
< ∞

since 0 < γ < 2.
(III) The case where |x| > 1.

Again, we divide the proof into four cases.
(III-a) The case where 0 < r ≤ min

{ |x|
M , |x| − 1

}
.

Then we see that Br(x) ∩ B1 = ∅. Since B|x|−r(0) ⊂ Br(x) ⊂ B|x|+r(0), we have

S (x, r) =
1
π2r4

(∫
Br(x)

(
log a

)B |y|γ dy
) (∫

Br(x)

(
log a

)−B |y|−γ dy
)

≤
(
|x| + r
|x| − r

)γ
=

1 + 2
|x|
r − 1

γ ≤ (
1 +

2
M − 1

)γ
< ∞.

(III-b) The case where |x| − 1 ≤ r ≤ |x|M .
The proof is the same as it in the case (II-b). We omit the proof.

(III-c) The case where |x|M ≤ r ≤ |x| − 1.
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Then we see that Br(x) ∩ B1 = ∅. Therefore, we have

S (x, r) ≤ 1
π2r4

(∫
B|x|+r(0)

|y|γ dy
) (∫

B|x|+r(0)
|y|−γ dy

)
≤ C

(
r + |x|

r

)4

= C
(
1 +

1
M

)
< ∞.

(III-d) The case where r ≥ max
{ |x|

M , |x| − 1
}
.

The proof is the same as it in the case (II-d). We omit the proof.
Finally, we obtain (22), which ends the proof of Lemma 3. □

Proof of Lemma 4: Set

T (x, r) =
∫

Br(x)∩B1(0)
g(y) dy =

∫
Br(x)∩B1(0)

dy

|y|2
(
log a

|y|

)A ,

J(x, r) = J[ω](x, r) =
∫ ∞

r

1
πt2

(∫
Bt(x)

dy
ω(y)

)
dt
t
,

where g and ω are defined in (19) and (20). Our goal is to show

sup
x∈R2, r>0

T (x, r)J(x, r)
p
2 < ∞. (23)

According to the value of r > 0, we divide the proof into two parts.
(I) The case where 0 < r ≤ 1

2 .
(I-a) The case where r ≤ |x|2 and |x| < 2

3 .
Then we see that |x|2 < |x| − r < |y| < |x| + r < 3

2 |x| < 1 for y ∈ Br(x). We fix

ã > 1 large enough so that the function |y|−2
(
log ã

|y|

)−A
is radially decreasing on

B1. Then using |x|2 < |y|, we have

T (x, r) ≤ C
∫

Br(x)

dy

|y|2
(
log ã

|y|

)A ≤
Cr2

|x|2
(
log 2ã

|x|

)A .

Set

J(x, r) =
∫ |x|

2

r

1
πt2

(∫
Bt(x)

dy
ω(y)

)
dt
t
+

∫ ∞

|x|
2

1
πt2

(∫
Bt(x)

dy
ω(y)

)
dt
t

=: J1(x, r) + J2(x).
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For J1, since
(
log a

|y|

)−B
≤

(
log 2a

3|x|

)−B
for |y| < 3

2 |x|, we have

J1(x, r) =
∫ |x|

2

r

1
πt2


∫

Bt(x)

dy(
log a

|y|

)B

 dt
t
≤

(
log

2a
3|x|

)−B ∫ |x|
2

r

dt
t

=

(
log

2a
3|x|

)−B

log
|x|
2r
. (24)

For J2, note that Bt(x) ⊂ B1(0) if 0 < t < 1
3 , since |x| < 2

3 . Also note that∫
B1(0)

dy(
log a

|y|

)B ≤ 2π(log a)−B < ∞, for a > 1, B > 0,

∫
BR(0)∩B1(0)c

dy

|y|γ (log a
)B ≤ (log a)−B

∫ R

1
s1−γ ds for any R > 1.

Thus we have

J2(x) =
∫ ∞

|x|
2

1
πt2


∫

Bt(x)∩B1(0)

dy(
log a

|y|

)B +

∫
Bt(x)∩B1(0)c

dy

|y|γ (log a
)B

 dt
t

≤
∫ 1

3

|x|
2

1
πt2


∫

Bt(x)

dy(
log a

|y|

)B

 dt
t

+

∫ ∞

1
3

1
πt2


∫

Bt(x)∩B1(0)

dy(
log a

|y|

)B +

∫
Bt+|x|(0)∩B1(0)c

dy

|y|γ (log a
)B

 dt
t

≤
(
log

2a
3|x|

)−B ∫ 1
3

|x|
2

dt
t
+C(log a)−B

∫ ∞

1
3

(
1 +

∫ |x|+t

1
s1−γ ds

)
dt
t3

≤
(
log

2a
3|x|

)1−B

+C (25)
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since 0 < B < 1 and 0 < γ < 2. Combining (24) and (25), we obtain

T (x, r)J(x, r)
p
2 ≤ 2

p−2
2 T (x, r)

(
J1(x, r)

p
2 + J2(x, r)

p
2
)

≤
Cr2

(
log |x|2r

) p
2

|x|2
(
log 2ã

|x|

)A (
log 2a

3|x|

) Bp
2

+
Cr2

(
log 2a

3|x|

) p
2 (1−B)

|x|2
(
log 2ã

|x|

)A

≤ C
(

r
|x|

)2 (
log
|x|
2r

) p
2

+C,

where the last inequality follows from the assumption A ≥ 1+ p
2 (1−B) ≥ p

2 (1−B)
in Theorem 1. In the case (I-a), we have r

|x| < 1/2. Since the function t 7→
t2(log 1

2t )
p/2 is bounded for 0 < t < 1/2, we have the result (23) in this case.

(I-b) The case where r ≤ |x|2 and 2
3 < |x| < 1.

If 1
3 < r, then we easily show that T (x, r)J(x, r)

p
2 ≤ C for some C > 0 in-

dependent of x ∈ R2 and r > 1
3 . Therefore, we assume that r ≤ 1

3 . Since
1
3 < |x| − r ≤ |x| − t < |x| + t ≤ |x| + r < 4

3 for t ∈ [r, 1
3 ], we have, as in the

former case,

T (x, r) ≤ Cr2,

J(x, r) ≤
∫ 1

3

r
2
(
log a

)−B dt
t
+C(log a)−B

∫ ∞

1
3

1
πt2

(
1 +

∫ 1+t

1
s1−γ ds

)
dt
t

≤ C
(
log

1
3r
+ 1

)
.

Thus we obtain T (x, r)J(x, r)
p
2 ≤ Cr2

(
log 1

3r + 1
) p

2
< ∞ for any x ∈ R2 and 0 <

r ≤ 1
3 .

(I-c) The case where r ≤ |x|2 and |x| ≥ 1.
If r ≤ |x| − 1, then T (x, r) = 0. Therefore, we assume that r > |x| − 1. Then we

see that |x| + t < r + 1 + t ≤ 3
2 + t. Therefore, we have

T (x, r) ≤ Cr2,

J(x, r) ≤
∫ 1

2

r
2
(
log a

)−B dt
t
+C(log a)−B

∫ ∞

1
2

1
πt2

1 + ∫ 3
2+t

1
s1−γ ds

 dt
t

≤ C
(
log

1
2r
+ 1

)
.
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Thus we obtain T (x, r)J(x, r)
p
2 ≤ Cr2

(
log 1

2r + 1
) p

2
< ∞ for any x ∈ R2 and 0 <

r ≤ 1
2 .

(I-d) The case where |x|2 < r.
We may assume that r < 1

3 . Then we see that Br(x) ⊂ B3r(0) ⊂ B1(0). First,
we consider the case where |x| ≤ 1

2 . From Lemma 5, we have

T (x, r) ≤
∫

B3r(0)

dy

|y|2
(
log a

|y|

)A =
2π

A − 1

(
log

a
3r

)1−A
,

J(x, r) ≤
∫ 1−|x|

r

1
πt2

∫
Bt+|x|(0)

(
log

a
|y|

)−B dt
t
+C

∫ ∞

1−|x|

1
πt2

(
1 +

∫ |x|+t

1
s1−γ ds

)
dt
t

≤ C
∫ 1−|x|

r

(
t + |x|

t

)2 (
log

a
|x| + t

)−B dt
t
+C

∫ ∞

1
2

1
πt2

(
1 + (t + 1)2−γ

) dt
t

≤ C
∫ 1−|x|

r
33

(
log

a
|x| + t

)−B dt
t + |x| +C ≤ C

((
log

a
r

)1−B
+ 1

)
,

Thus we have

T (x, r)J(x, r)
p
2 ≤ C

(
log

a
3r

)1−A
((

log
a
r

) p
2 (1−B)

+ 1
)
.

The last expression is finite since A ≥ 1 + p
2 (1 − B). We can also show the case

where 1
2 < |x| < 1 in the same way as above, so we omit the proof.

(II) The case where r ≥ 1
2 .

If |x| < 2, then we can easily see that T (x, r) and J(x, r) are finite. Also, if
r < |x| − 1, then T (x, r) = 0. Therefore, we assume that |x| ≥ 2 and r ≥ |x| − 1.
In this case, we can also show in the same way as (I-c) that T (x, r) and J(x, r) are
finite. Therefore, we omit the proof.

Finally, we obtain (23), which ends the proof of Lemma 4. □

Note added in the proof.

After the completion of the manuscript, we have been informed by Prof. T.
Horiuchi (Ibaraki University) that the inequality in Theorem 1 is a special case
of a series of weighted inequalities proved in his recent paper [9] (Theorem 3.1.).
His method is different from that in our paper and do not exploit the weighted
nonlinear potential theory. We thank Prof. Horiuchi for informing us of the fact.
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