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Abstract

We study asymptotic behavior of maximizers for the critical Trudinger-Moser
inequalities associated with a scaling parameter. In particular, we show the
point condensation of the maximizers. We also clarify the location of the
peak of maximizers in the critical case, as well as in the subcritical case.
The location of the peak of maximizer depends on geometric properties of a
bounded domain.
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1. Introduction

Let Ω ⊂ R2 be a smooth bounded domain. It is well-known that there
is a Sobolev embedding W 1,p

0 (Ω) ↪→ L2p/(2−p)(Ω) for p ∈ [1, 2). If we look at
the limiting Sobolev case p = 2, then H1

0 (Ω) := W 1,2
0 (Ω) ↪→ Lq(Ω) for any

q ≥ 1, but H1
0 (Ω) ̸↪→ L∞(Ω). To fill this gap, it is natural to look for the

maximal growth function g : R → R+ such that

sup
u∈H1

0 (Ω)
∥∇u∥2≤1

∫
Ω

g(u)dx <∞,

where ∥∇u∥22 =
∫
Ω
|∇u|2dx denotes the Dirichlet norm of u. Pohozaev [20]

and Trudinger [23] proved independently that the maximal growth is of ex-
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ponential type and more precisely that there exists a constant α such that

sup
u∈H1

0 (Ω)
∥∇u∥2≤1

∫
Ω

eαu
2

dx <∞.

Later, this inequality was sharpened by Moser [14] as follows:

sup
u∈H1

0 (Ω)
∥∇u∥2≤1

∫
Ω

eαu
2

dx

{
< C|Ω| if α ≤ 4π

= ∞ if α > 4π.
(1)

Lions [13] showed that for (1) there is a loss of compactness at the limiting
exponent α = 4π. However, despite the loss of compactness, the existence
of a function which attains the supremum in (1) for α = 4π is shown by
Carleson and Chang [2] if Ω is a unit ball. This result was extended to
arbitrary bounded domains in R2 by Flucher [6].

In this paper, we study the properties of maximizers of the Trudinger-
Moser functional

Eα(u) :=

∫
Ω

(
eαu

2 − 1
)
dx, α > 0

constrained to the manifold

Σλ :=

{
u ∈ H1(Ω)

∣∣∣∣ ∫
Ω

(
|∇u|2 + λu2

)
dx = 1

}
or

Σ0
λ :=

{
u ∈ H1

0 (Ω)

∣∣∣∣ ∫
Ω

(
|∇u|2 + λu2

)
dx = 1

}
,

where λ > 0 is a parameter. By considering a transformation uλ(x) =
u((x−p)/

√
λ) for u ∈ H1(Ω), λ > 0 and p ∈ R2, the existence of a maximizer

for supu∈Σλ Eα(u) on Ω is equivalent to that for supu∈Σ1
Eα(u) on Ωλ :={√

λx+ p
∣∣∣ x ∈ Ω

}
. The situation of Σ0

λ is same. By means of the parameter

λ, we focus on asymptotic behavior of maximizers for the Trudinger-Moser
inequalities on the scaling of Ω.

It is known that supu∈Σλ Eα(u) is attained for α ∈ (0, 2π) and λ > 0 by
the continuity of Eα with respect to weak convergence sequence in Σλ. In
the critical case α = 2π, by Yang [24], it is shown that supu∈Σλ E2π(u) is
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attained for all λ > 0. Similarly, supu∈Σ0
λ
Eα(u) is attained for α ∈ (0, 4π)

and λ > 0, and it is proved that supu∈Σ0
λ
E4π(u) is attained for λ > 0 by Ruf

[21].
Asymptotic behaviors of critical points for Eα|Σλ were considered in the

subcritical case α ∈ (0, 2π) by the author [8]. In [8], the following Euler-
Lagrange equation of critical points for Eα|Σλ was studied.{

−∆u+ λu = ueαu
2∫

Ω u
2eαu2dx

in Ω,

∂u
∂ν

= 0 on ∂Ω.
(2)

In the case of large λ, it is shown that shape of maximizers of supu∈Σλ Eα(u)
depends on the exponent α. There exists α∗ ∈ (0, 2π) such that for α ∈
(α∗, 2π) any maximizer of supu∈Σλ Eα(u) possesses a single spike-layer with
its unique peak locating on the boundary of Ω. On the other hand, for
α ∈ (0, α∗) a limit of maximizers vanishes in the sense of C(Ω) as λ→ ∞. In

the case of small λ, all positive critical points for Eα|Σλ are close to (λ|Ω|)
−1/2,

which is the constant solution of (2). However, the critical case α = 2π was
not dealt with in [8]. In this study, we consider the critical case α = 2π,
and then the asymptotic expansion of the best constant supu∈Σλ Eα(u) for
α ∈ (α∗, 2π].

The first result we prove is the following.

Theorem 1.1. Assume that uλ is a maximizer of supu∈Σλ E2π(u) for large
λ. Then, there exist positive constants M1 and M2 independent of λ such
that

M1 ≤ sup
x∈Ω

uλ(x) ≤M2

holds, and uλ has a unique maximum which is attained at a point on ∂Ω.

In addition to Theorem 1.1, we observe that uλ is sufficiently small outside
a small ball centered at the maximum point. Then, similar to the case of
α ∈ (α∗, 2π), maximizers for supu∈Σλ E2π(u) exhibit the phenomenon of point
condensation. The proof of the theorem is based on blow-up analysis and
the techniques in [8].

To state the next result, we define a constant α∗ introduced in [8]. This
is defined by

α∗ := inf {α ∈ (0, 2π) | Iα > α} ,

3



where

Iα := sup
u∈H1(R2

+)∫
R2+
(|∇u|2+u2)dx≤1

∫
R2
+

(
eαu

2 − 1
)
dx

and R2
+ := {x ∈ R2 | x2 > 0} is the half space. Note that α∗ ∈ (0, 2π) holds

and the constant α∗ is the threshold in terms of existence of a maximizer
of Iα, that is Iα is attained for α ∈ (α∗, 2π] while Iα is not attained for
α ∈ (0, α∗) (see Appendix in [8]). The next result is the behavior of the peak
of maximizer for supu∈Σλ Eα(u).

Theorem 1.2. Assume that α ∈ (α∗, 2π], uλ is a maximizer of supu∈Σλ Eα(u)
and xλ ∈ ∂Ω satisfies uλ(xλ) = maxx∈Ω uλ(x) for large λ. Then, we have

lim
λ→∞

H(xλ) = max
x∈∂Ω

H(x),

where H(x) denotes curvature of ∂Ω at x.

In order to prove Theorem 1.2, we consider the asymptotic expansion of
supu∈Σλ Eα(u). Through translation and rotation of the coordinate system
for a neighborhood N of xλ, ∂Ω ∩N can be represented by

x2 =
1

2
H(xλ)x

2
1 + o(x21)

with the curvature H(xλ) at xλ ∈ ∂Ω. By means of the representation, we
derive that

Eα(uλ) =
1

λ

{
Iα + τH(xλ)

1√
λ
+ o

(√
λ
−1
)}

as λ→ ∞, where τ is a positive constant. This is the key estimate to prove
Theorem 1.2.

Next, we consider the case of Σ0
λ. For β ∈ (0, 4π] we define dβ and β∗ by

dβ := sup
u∈H1(R2)∫

R2(|∇u|2+u2)dx≤1

∫
R2

(
eβu

2 − 1
)
dx

and
β∗ := inf {β ∈ (0, 4π) | dβ > β} ,

It holds that dβ = 2Iβ/2 and β∗ = 2α∗ (see Appendix in [8]). Then, we obtain
the following results.
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Theorem 1.3. Assume that α ∈ (0, 4π] and vλ is a maximizer of supu∈Σ0
λ
Eα(u)

for large λ. Then the following statements hold:

(I) If α ∈ (β∗, 4π], then there exist positive constants Λ1, M1 and M2 such
that for any λ > Λ1 we have

M1 ≤ sup
x∈Ω

vλ(x) ≤M2.

(II) If α ∈ (0, β∗), then we have

vλ → 0 in C0(Ω)

and ∫
Ω

|∇vλ|2dx→ 0, λ

∫
Ω

v2λdx→ 1

as λ→ ∞.

Theorem 1.4. Assume that α ∈ (β∗, 4π], vλ is a maximizer of supu∈Σ0
λ
Eα(u)

and xλ ∈ Ω satisfies vλ(xλ) = maxx∈Ω vλ(x) for large λ. Then, we have

lim
λ→∞

dist(xλ, ∂Ω) = max
x∈Ω

dist(x, ∂Ω).

In the case of Σ0
λ, maximizers vλ exhibits point condensation for α ∈

(β∗, 4π] and vanishing phenomenon for α ∈ (0, β∗). The asymptotic expan-
sion of supu∈Σ0

λ
Eα(u) for α ∈ (β∗, 4π] is

sup
u∈Σ0

λ

Eα(u) =
1

λ

{
dα + exp

[
−γ

√
λdist(xλ, ∂Ω) + o(

√
λ)
]}

as λ→ ∞, where γ is a positive constant. The expansion leads Theorem 1.4.
Concerning asymptotic behavior of least energy solutions for semilinear

elliptic equations, in [12, 18, 16], they considered the following Neumann
problem for power type nonlinearity:{

−ε2∆u+ u = f(u) in Ω,
∂u
∂ν

= 0 on ∂Ω,
(3)
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where ε is a parameter and f satisfies some conditions with f(t) = O(tp)
as t → ∞ for p > 1. The following Dirichlet boundary condition is also
considered in [19]. {

−ε2∆u+ u = f(u) in Ω,

u = 0 on ∂Ω,
(4)

In the case of small ε, it is proved by [12, 18, 16] that a solution at this least
energy level for the Neuamnn problem (3) possesses just one local maximum
point, which lies on the boundary, and concentrates (up to subsequences)
around a point where mean curvature maximizes. On the other hand, Ni and
Wei [19] show that a least energy solution of the Dirichlet problem (4) nec-
essarily concentrates around a “most centered point” of the domain, namely
around a point of maximum distance to the boundary. In both problems the
method employed consists of a combination of the variational characteriza-
tion of the solutions and exact estimates of the value of the energy functional
based on a precise asymptotic analysis of the solutions.

We remark that if f(u) = up in (3) or (4), then least energy solutions
attain the best constant of corresponding minimization problem

SN := inf
u∈H1(Ω)
u̸≡0

∫
Ω
(ε|∇u|2 + u2)dx(∫
Ω
|u|p+1dx

)2/(p+1)
or SD := inf

u∈H1
0 (Ω)

u̸≡0

∫
Ω
(ε|∇u|2 + u2)dx(∫
Ω
|u|p+1dx

)2/(p+1)
,

and the opposite statement is also true provided suitable normalization.
However, the relationship between least energy solution of an equation and
extremal function for corresponding variational problem is open for gen-
eral setting on f including exponential nonlinearity. Moreover, the Euler-
Lagrange equation of maximizers for the Trudinger-Moser inequalities is non-
local equation. Although there is the difference, in this paper, we apply the
methods of [12, 18, 16, 19] to the framework of maximizers for the Trudinger-
Moser equation.

This paper is organized as follows. In Section 2, we will prove Theorems
1.1 and 1.2. In Section 3, we will prove Theorems 1.3 and 1.4. To prove
Theorems 1.1 and 1.3, we use the blow-up analysis and the strategy in [8].
The proof of Theorems 1.2 and 1.4 follows the techniques in [4].

6



2. Maximizer for supu∈Σλ
Eα(u): Proofs of Theorems 1.1 and 1.2

2.1. Proof of Theorem1.1

In this section we prove Theorem 1.1. We study a nonlocal elliptic equa-
tion to derive the asymptotic behavior of uλ.

Assume that λn is a sequence with λn → ∞ as n → ∞ and un := uλn is
a maximizer for supu∈Σλn E2π(u). First, we prove the existence of a constant
C such that

sup
x∈Ω

uλ(x) ≤ C,

where C is independent of n. For simplicity, we write cn = supx∈Ω un(x).
Assume the contrary that cn → ∞ as n→ ∞ and derive a contradiction. To
derive a contradiction, we estimate the value of E2π(un). We will prove the
lower bound

I2π ≤ lim inf
n→∞

λnE2π(un).

On the other hand, we will derive the upper bound

lim sup
n→∞

λnE2π(un) ≤
π

2
e4πK+1,

where K is an explicit constant. Then, it is known that πe4πK+1 < d4π
by [11]. Combining these results and the fact that d4π = 2I2π, we derive a
contradiction.

Proposition 2.1. Assume that uλ is a maximizer for supu∈Σλ E2π(u) with
large λ. Then, we have

I2π ≤ lim inf
λ→∞

λE2π(uλ).

Proof. Without loss of generality, we may assume that 0 ∈ ∂Ω and Ω ⊂ R2
+.

Let U ∈ H1(R2
+) be a maximizer of I2π and set

Un(x) := U
(√

λnx
)
.

Since
∫
R2
+
(|∇U |2 + U2) dx = 1, we have∫

Ω

(
|∇Un|2 + λnU

2
n

)
dx ≤

∫
R2
+

(
|∇Un|2 + λnU

2
n

)
dx =

∫
R2
+

(
|∇U |2 + U2

)
dx = 1.

7



Then, it follows that

E2π(un) ≥
∫
Ω

(
e2πU

2
n − 1

)
dx

≥
∫
Ω∩BR/√λn

(
e2πU

2
n − 1

)
dx

= λ−1
n

∫
Ωλn∩BR

(
e2πU

2 − 1
)
dx,

where Ωλn :=
{√

λnx
∣∣ x ∈ Ω

}
. The smoothness of the boundary of Ω gives

lim inf
n→∞

λnE2π(un) ≥
∫
BR∩R2

+

(
e2πU

2 − 1
)
dx.

By letting R → ∞, we conclude that

lim inf
n→∞

λnE2π(un) ≥ I2π.

A maximizer un satisfies the following Euler-Lagrange equation.{
−∆un + λnun = Lnune

2πu2n in Ω,
∂un
∂ν

= 0 on ∂Ω,
(5)

where Ln is the Lagrange multiplier characterized by
(∫

Ω
u2ne

2πu2ndx
)−1

. A

maximum point of un is denoted by xn. In the following, we assume the
contrary that cn = supx∈Ω un(x) → ∞ as n→ ∞.

Here, we introduce a diffeomorphism straightening a boundary portion
around a point on ∂Ω, which was introduced in [12, 18, 16]. Fix P ∈ ∂Ω.
Through translation and rotation of the coordinate system we may assume
that P is the origin and the inner normal to ∂Ω at P is pointing in the
direction of the positive x2-axis. In a neighborhood N of P , ∂Ω ∩N can be
represented by

x2 = ψ(x1) =
1

2
H(P )x21 + o(x21),

whereH is the curvature of ∂Ω at P . Define a map x = Φ(y) = (Φ1(y),Φ2(y))
by

Φ1(y) = y1 − y2
∂ψ

∂x1
(y1), Φ2(y) = y2 + ψ(y1). (6)
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Since ψ′(0) = 0, the differential map DΦ of Φ satisfies DΦ(0) = I, the
identity map. Thus, Φ has the inverse mapping y = Φ−1(x) for small |x|. We
write Ψ(x) = (Ψ1(x),Ψ2(x)) instead of Φ−1(x).

We define rn such that

r−2
n = Lnc

2
ne

2πc2n . (7)

By the characterization of Ln, we see that

r−2
n =

c2ne
2πc2n∫

Ω
u2ne

2πu2ndx
≥ λnc

2
n

or

rn ≤
(√

λncn

)−1

. (8)

Then, we derive the following results.

Lemma 2.2. We have
dist(xn, ∂Ω) = o(rn)

and

lim
R→∞

lim
n→∞

Ln

∫
Ω∩Φ(BRrn (Pn))

u2ne
2πu2ndx = 1, (9)

where Pn = Ψ(xn).

Proof. First, we prove that dist(xn, ∂Ω) = O(rn). If dist(xn, ∂Ω)/rn → ∞,
we define Ωn := {(x− xn)/rn | x ∈ Ω} and{

ϕn(y) := c−1
n un(rny + xn) y ∈ Ωn,

ηn(y) := cn(un(rny + xn)− cn) y ∈ Ωn.

Then, ϕn and ηn satisfy

−∆yϕn + λnr
2
nϕn = c−2

n ϕne
αc2n(ϕ2n−1),

−∆yηn + λnr
2
nc

2
nϕn = ϕne

α(1+ϕn)ηn . (10)

Since (8) and dist(xn, ∂Ω)/rn → ∞ hold, for any R > 0 there exists N such
that BR(xn) ⊂ Ωn for any n ≥ N . Thus, by the elliptic regularity theory
and the maximum principle, we see that

ϕn → ϕ0 ≡ 1 in C2
loc(R2), −∆ϕ0 = 0 in R2.
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Using the behavior of ϕn, we estimate λnr
2
nc

2
n in (10). Since un ∈ Σλn , we

have

1 ≥ λn

∫
Ω

u2ndx ≥ λnc
2
n

∫
BRrn (xn)

(
un
cn

)2

dx = λnc
2
nr

2
n

∫
BR

ϕ2
ndy

= λnc
2
nr

2
n

∫
BR

(1 + o(1))2dy = λnc
2
nr

2
n|BR|(1 + o(1))

for any R > 0, and thus λnc
2
nr

2
n → 0 as n → ∞. Applying the elliptic

regularity theory to (10), we have

ηn → η0 in C2
loc(R2), −∆η0 = e4πη0 in R2.

Moreover, it follows that∫
R2

e4πη0dy = lim
R→∞

lim
n→∞

∫
BR

ϕ2
ne

2π(1+ϕn)ηndy

≤ lim
R→∞

lim
n→∞

Ln

∫
BRrn (xn)

u2ne
2πu2ndx

≤ 1, (11)

and then, by the characterization result of [3], we have

η0 = − 1

2π
log
(
1 +

π

2
|y|2
)
.

On the other hand, by a direct computation, we have∫
R2

e4πη0dy = 2,

which contradicts (11). Hence dist(xn, ∂Ω) = O(rn).
Next, we prove dist(xn, ∂Ω) = o(rn). One may assume that xn → x0 ∈

∂Ω by passing to a subsequence if necessary. Consider the diffeomorphism
y = Ψ(x) that straightens a boundary portion near x0, as in (6). We may
assume that Φ = Ψ−1 is defined in an open set containing the closed ball
B2κ, κ > 0, and that Pn := Ψ(xn) ∈ B+

κ for all n. Put

ũn(y) := un(Φ(y)) for y ∈ B+
2κ
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and extend it to B2κ by reflection:

un(y) :=

{
ũn(y) if y ∈ B+

2κ,

ũn((y1,−y2)) if y ∈ B−
2κ,

where B−
2κ :=

{
y ∈ B2κ

∣∣ y2 < 0
}
. Moreover, we define a scaled function

ûn(z) by
ûn(z) := un(rnz + Pn) for z ∈ Bκ/rn ,

and then ϕn and ηn are defined by

ϕn(z) := c−1
n ûn(z),

ηn(z) := cn(ûn(z)− cn).

Let Pn := (pn, qnrn). The condition dist(xn, ∂Ω) = O(rn) implies that qn <
∞. By (5), ϕn and ηn satisfy the following elliptic equations:

−
2∑

i,j=1

anij(z)
∂2ϕn
∂zi∂zj

− rn

2∑
j=1

bnj (z)
∂ϕn
∂zj

+ λnr
2
nϕn = c−2

n ϕne
2πc2n(ϕ2n−1),

−
2∑

i,j=1

anij(z)
∂2ηn
∂zi∂zj

− rn

2∑
j=1

bnj (z)
∂ηn
∂zj

+ λnr
2
nc

2
nϕn = ϕne

2π(1+ϕn)ηn ,

where anij, b
n
j are defined as follows: First, put

aij(y) =
2∑
ℓ=1

∂Ψi

∂xℓ
(Φ(y))

∂Ψj

∂xℓ
(Φ(y)) 1 ≤ i, j ≤ 2

bj(y) = (∆Ψj)(Φ(y)) 1 ≤ j ≤ 2.

Then, set

anij(z) =

{
aij(Pn + rnz) z2 ≥ −qn,
(−1)δi2+δj2aij((pn + rnz1,−(qn + z2)rn) z2 < qn,

bnj (z) =

{
bj(Pn + rnz) z2 ≥ −qn,
(−1)δj2bj((pn + rnz1),−(qn + z2)rn) z2 < −qn,
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where δij is the Kronecker symbol. Using the elliptic regularity theory, we
have

ϕn → ϕ0 ≡ 1 in C2
loc(R2), −∆ϕ0 = 0 in R2,

ηn → η0 in C2
loc(R2), −∆η0 = e4πη0 in R2.

Computing
∫
R2 e

4πη0dz in the same manner as in (11), we have∫
R2

e4πη0dz ≤ lim
R→∞

lim
n→∞

2Ln

∫
Ω∩Φ(BRrn (Pn))

u2ne
2πu2ndx ≤ 2. (12)

Hence, we see that

η0 = − 1

2π
log
(
1 +

π

2
|z|2
)
,

and then, qn → 0, which implies that dist(xn, ∂Ω) = o(rn).
By a direct computation, we have∫

R2

e4πη0dz = 2.

The above computation and (12) yield (9).

By Lemma 2.2, we may assume that, up to a subsequence, xn → x0 ∈ ∂Ω.
For A > 1, let uAn = min{un, cn/A}. We have the following result.

Lemma 2.3. For any A > 1, we have

lim sup
n→∞

∫
Ω

(
|∇uAn |2 + λn|uAn |2

)
dx ≤ 1

A
.

Proof. Multiplying (5) by uAn , integrating over Ω and using (9), we have∫
Ω

(
∇un∇uAn + λnunu

A
n

)
dx

≤ Ln

∫
Ω∩Φ(BRrn (Pn))

unu
A
n e

2πu2ndx+ Ln

∫
Ω\Φ(BRrn (Pn))

u2ne
2πu2ndx

=
1

A
+ on(1) + oR(1),

where on(1) → 0 as n→ ∞ and oR(1) → 0 as R → ∞. Since∫
Ω

(
|∇uAn |2 + λn|uAn |2

)
dx ≤

∫
Ω

(
∇un∇uAn + λnunu

A
n

)
dx,
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we deduce that∫
Ω

(
|∇uAn |2 + λn|uAn |2

)
dx ≤ 1

A
+ on(1) + oR(1).

Letting R → ∞ after n→ ∞, we derive Lemma 2.3.

Lemma 2.4. There exists a positive constant C such that

lim inf
n→∞

λn
c2nLn

≥ C

holds.

For the proof the lemma, we recall the following result.

Proposition 2.5. There exist a operator T and a positive constant M such
that

T : H1(Ω) → H1(R2)

and ∫
R2

(
|∇(Tu)|2dx+ |Tu|2

)
dx ≤M

∫
Ω

(
|∇u|2 + u2

)
dx, (13)

where M is independent of the scaling of Ω.

Proof. We have

λnE2π(un) = λn

∫
[un> cn

A ]

(
e2πu

2
n − 1

)
dx+ λn

∫
[un≤ cn

A ]

(
e2πu

2
n − 1

)
dx

≤ A2 λn
c2nLn

+ λn

∫
Ω

(
e2π|u

A
n |2 − 1

)
dx. (14)

Using (13) and Lemma 2.3, we have

λn

∫
Ω

(
e2π|u

A
n |2 − 1

)
dx ≤

∫
R2

(
e2π|Tu

A
n (x/

√
λn)|2 − 1

)
dx ≤ d2π (15)

for large A. Moreover, by Proposition 2.1, the convexity of the function es−1
and the existence of maximizer for I2π, we see that

lim inf
n→∞

E2π(un) ≥ I2π > 2Iπ = d2π. (16)

Combining (14)-(16), we have

δ ≤ A2 lim inf
n→∞

λn
c2nLn

for some positive constant δ. Hence, we conclude Lemma 2.4.
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Set a point x∗n ∈ ∂Ω such that |xn − x∗n| = dist(xn, ∂Ω). In the following,
we consider ûn(x) = un(x/

√
λn + x∗n) and the equation{

−∆ûn + ûn = Ln
λn
ûne

2πû2n in Ωn,
∂ûn
∂ν

= 0 on ∂Ωn,
(17)

where Ωn :=
{√

λn(x− x∗n)
∣∣ x ∈ Ω

}
. Obviously, supx∈Ωn ûn = cn. Define x̂n

by a maximum point of ûn and put r̂n =
√
λnrn, where rn is defined in (7).

By Lemma 2.2, we observe that

|x̂n| = dist(x̂n, ∂Ωn) = o(r̂n) (18)

and that

lim
R→∞

lim
n→∞

Ln
λn

∫
Ωn∩Φ(BRr̂n (P̂n))

û2ne
2πû2ndx = 1, (19)

where P̂n = Ψ(x̂n). We also have∫
Ωn

(
|∇ûAn |2 + |ûAn |2

)
dx ≤ 1

A

for any n ∈ N, A > 1 and ûAn = min{ûn, cn/A} by Lemma 2.3.

Lemma 2.6. For any ψ ∈ C(R2) with ∥ψ∥L∞(R2) <∞ it follows that

lim
n→∞

Ln
λn

∫
Ωn

ψcnûne
2πû2ndx = ψ(0).

Proof. Fix ψ ∈ C(R2). We divide Lnλ
−1
n

∫
Ωn
ψcnûne

2πû2ndx into three parts
as follows.

Ln
λn

∫
Ωn

ψcnûne
2πu2ndx =

Ln
λn

∫
Ωn∩Φ(BRr̂n (P̂n))

ψcnûne
2πu2ndx

+
Ln
λn

∫
[
Ωn\Φ(BRr̂n (P̂n))

]
∩[ûn> cn

A ]
ψcnûne

2πu2ndx

+
Ln
λn

∫
[
Ωn\Φ(BRr̂n (P̂n))

]
∩[ûn≤ cn

A ]
ψcnûne

2πû2ndx

= I1 + I2 + I3.

14



For I1, by (18) and (19), setting η0 = −(2π)−1 log (1 + π|z|2/2)we have

I1 =

∫
R2
+∩BR

ψ
(
Φ(r̂nz + P̂n)

)
(1 + o(1))e2π(2+o(1))(η0+o(1))dz

= (ψ(0) + on(1)) (1 + on(1) + oR(1)) ,

where on(1) → 0 as n → ∞ for each R and oR(1) → 0 as R → ∞. Thus,
letting n→ ∞ first, and then R → ∞, we derive that

lim
n→∞

I1 = ψ(0).

For I2, it follows that

|I2| ≤ ∥ψ∥L∞(R2)

ALn
λn

∫
Ωn\Φ(BRr̂n (Pn))

û2ne
2πû2ndx

By (19) and the fact that Lnλ
−1
n

∫
Ωn
û2ne

2πû2ndx = 1, we deduce that

lim sup
n→∞

|I2| = 0.

Finally, we estimate I3. It holds that

|I3|

≤ ∥ψ∥L∞(R2)

cnLn
λn

∫
Ωn

ûAn e
2π|ûAn |2dx

= ∥ψ∥L∞(R2)

cnLn
λn

[∫
Ωn

ûAn

(
e2π|û

A
n |2 − 1

)
dx+

∫
Ωn

ûAndx

]
≤ ∥ψ∥L∞(R2)

cnLn
λn

[∫
Ωn

ûAn

(
e2π|û

A
n |2 − 1

)
dx+

Ln
λn

∫
Ωn

ûne
2πû2ndx

]
≤ ∥ψ∥L∞(R2)

cnLn
λn

(∫
Ωn

|ûAn |2dx
) 1

2
[∫

Ωn

(
e4π|û

A
n |2 − 1

)
dx

] 1
2

+∥ψ∥L∞(R2)

cnLn
λn

(
Ln
λn

∫
Ωn

ûne
2πu2ndx

)
≤ ∥ψ∥L∞(R2)

cnLn
λn

(
d4π√
A

+
Ln
λn

∫
Ωn

ûne
2πû2ndx

)
provided that A satisfies M ≤ A, where M is a constant as in (13). By
Lemma 2.4, we have cnLn/λn = o(1) and Ln/λn = o(1). Hence, we derive
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that

Ln
λn

∫
Ωn

ψcnûne
2πû2ndx = ψ(0) + o

(
Ln
λn

∫
Ωn

cnûne
2πû2ndx

)
+ o(1)

for any ψ ∈ C(R2) with ∥ψ∥L∞(R2) < ∞. Consequently, Lemma 2.6 holds
for ψ ≡ 1 first, and then Lemma 2.6 holds for any ψ ∈ C(R2) satisfying
∥ψ∥L∞(R2) <∞.

Lemma 2.7. We have

lim sup
n→∞

∫
Ωn\BR

(
|∇ûn|2 + û2n

)
dx = O(R−1)

as R → ∞.

Proof. Consider a function τ ∈ C∞(R2) such that

τ(x) =

{
0 if x ∈ BR0 ,

1 if x ∈ R2 \B2R0 ,
|∇τ(x)| ≤ 2

R0

.

Then, multiplying (17) by τ ûn and integrating on Ωn, we have∫
Ωn

τ
(
|∇ûn|2 + û2n

)
dx+

∫
Ωn

un∇τ∇undx =
Ln
λn

∫
Ωn

τ û2ne
2πû2ndx.

Using Lemma 2.6, we derive that∫
Ωn\B2R0

(
|∇ûn|2 + û2n

)
dx

≤ ∥∇τ∥L∞(R2)

(∫
Ωn

|∇ûn|2dx
) 1

2
(∫

Ωn

û2ndx

) 1
2

+ o(1)

≤ 2

R0

+ o(1).

Hence, we obtain desired estimate.

Lemma 2.8. There exist n0, R0 > 0 and C0 > 0 such that for any n ≥ n0

we have
sup

x∈Ωn\B2R0
(x̂n)

cnûn(x) ≤ C0.
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Proof. For the proof, we employ Proposition 9.20 in [7] as follows.

Proposition 2.9. Let u ∈ W 2,2(D) and L is an elliptic operator. Suppose
that Lu ≥ f , where f ∈ L2(D). Then, for any ball B2R(y) ⊂ D and p > 0,
we have

sup
x∈BR(y)

u(x) ≤ C

{(
1

|B2R|

∫
B2R

(u+)p
) 1

p

+
R

Λ1

∥f∥L2(B2R)

}
,

where |B2R| is the Lebesgue measure of B2R, the constant Λ1 denotes the min-
imum eigenvalue of the coefficient matrix of operator L and C is independent
of D.

We apply the proposition to ûn. By Lemma 2.7, for sufficiently large R0

and a ball B2κ(y) ⊂ Ωn \B2R0 it follows that∫
B2κ(y)

(
Ln
λn
cnûne

2πû2n

)2

dx

≤ c2nL
2
n

λ2n

(∫
B2κ(y)

û4ndx

) 1
2
(∫

B2κ(y)

e8πû
2
ndx

) 1
2

= o(1). (20)

Moreover, we have∫
Ωn\B2R0

cnûndx ≤ Ln
λn

∫
Ωn

cnûne
2πû2ndx ≤ 1 + o(1).

Thus, by the estimate, (20) and Proposition 2.9 with L = ∆ − 1, f =
−Lncnûne2πû

2
n/λn and p = 1, we have

sup
x∈Bκ(y)

cnûn ≤ Cκ

A

for B2κ(y) ⊂ Ωn \B2R0 . In the neighborhood around ∂ (Ωn \B2R0), defining
ŵn as the extension of ûn by the diffeomorphism straightening a boundary
portion at each point of ∂Ω as in (6) and the reflection, we apply Proposition
2.9 to ŵn. Hence, Lemma 2.8 holds.

Lemma 2.10. Let R be sufficiently large. Then, there exists a positive con-
stant C such that for any n and any x ∈ Ωn ∩BR \ {x̂n} we have

cnûn(x) ≤ C log

(
C

|x− x̂n|

)
.

17



Proof. First, we recall properties of a function Gy which is a solution of

−∆Gy +Gy = δy in R2.

By the characterization of Gy, the function is radially symmetric with respect
to y ∈ R2, Gy ∈ C2

loc(R2 \ {y}) and

lim
x→y

[
Gy(x)−

1

2π
log

(
1

|x− y|

)]
= K.

with some positive constant K.
Fix R > 0 sufficiently large and y ∈ Ωn ∩BR. Then, by the properties of

Gy, the diffeomorphism straightening a boundary portion around 0 ∈ ∂Ω as
in (6) and the reflection, the solution of

−∆hy + hy = 0 in Ωn ∩B2R,
∂hy
∂ν

= −∂Gy
∂ν

on ∂Ωn ∩B2R,

hy = −Gy on Ωn ∩ ∂B2R

satisfies

hn(x) ≤
1

2π
log

(
C

|x− y|

)
for any x ∈ Ωn ∩ B2R, where C is independent of n. Thus a function Ĝy

which is a solution of
−∆Ĝy + Ĝy = δy in Ωn ∩B2R,
∂Ĝy
∂ν

= 0 on ∂Ωn ∩B2R,

Ĝy = 0 on Ωn ∩ ∂B2R

(21)

satisfies

Ĝy(x) ≤ C log

(
C

|x− y|

)
(22)

for any n, y ∈ Ωn ∩BR and x ∈ Ωn ∩B2R.
Using (22), we follow [1]. First, we assume that |x̂n − yn| = O(r̂n).

Recalling that

r̂−2
n =

Ln
λn
c2ne

2πc2n ,

18



we have

log
C

|x̂n − yn|
≥ 1

2
log

(
Ln
λn
c2ne

2πc2n

)
=

1

2

(
log

Ln
λn
c2n + 2πc2n

)
. (23)

On the other hand, for α̃ > 0, we see that

1 =
Ln
λn

∫
Ωn

û2ne
2πû2ndx ≤ Ln

λn
c2ne

α̃c2n

∫
Ωn

e(2π−α̃)û
2
ndx.

If α̃ is close to 2π, we have

0 ≤ log
Ln
λn
c2n + α̃c2n + C

for some constant C. Thus, combining (23) and the inequality, we have

log
C

|x̂n − yn|
≥ 1

2

[
(2π − α̃)c2n − C

]
.

Since
cnûn(yn) ≤ c2n,

it follows that

cnûn(yn) ≤ C log

(
C

|x̂n − yn|

)
for yn with |x̂n − yn| = O(r̂n).

Next, we assume that |x̂n − yn|/r̂n → ∞. Since Ĝyn is the solution of
(21), we have

cnûn(yn) =
Ln
λn

∫
Ωn∩B2R

Ĝyncnûne
2πû2ndx+

∫
Ωn∩∂B2R

∂Ĝyn

∂ν
cnûndσ. (24)

Since yn ∈ Ωn ∩BR, using Lemma 2.8, we have∣∣∣∣ ∫
Ωn∩∂B2R

∂Ĝyn

∂ν
cnûndσ

∣∣∣∣ ≤ C
∣∣∂B2R ∩ R2

+

∣∣. (25)

Let us set

Ω1,n = (Ωn ∩B2R) \ Ωn,A,

Ω2,n = Ωn,A ∩B|x̂n−yn|/2(yn),

Ω3,n = (Ωn ∩B2R) \ (Ω1,n ∪ Ω2,n) ,
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where
Ωn,A =

{
x ∈ Ωn ∩B2R

∣∣∣ûn ≥ cn
A

}
.

Applying the techniques of Step 3 in the section 3 in [1], we have

sup
x∈Ωn

|x̂n − x|2Ln
λn
û2ne

2πû2n ≤ C, (26)

where C is independent of n.
By Lemma 2.4 and (22), we first compute that

I1 =
Ln
λn

∫
Ω1,n

Ĝyncnûne
2πû2ndx

≤ Ln
λn

(∫
Ω1,n

Ĝ4
yndx

) 1
4
(∫

Ω1,n

(cnûn)
2dx

) 1
2
(∫

Ω1,n

e8πû
2
ndx

) 1
4

≤ O(c−1
n ) (27)

for sufficiently large A.
Next, we deduce by (22) and (26) that

I2 =
Ln
λn

∫
Ω2,n

Ĝyncnûne
2πû2ndx

≤ A

∫
Ω2,n

1

π
log

(
C

|x− yn|

)
C

|x̂n − x|2
dx

≤ AC

π

2

|x̂n − yn|2

∫
B|x̂n−yn|/2(yn)

log

(
C

|x− yn|

)
dx

=
AC

π
ωN−1

∫ 1

0

log

(
2C

|x̂n − yn|r

)
rdr

≤ C log

(
C

|x̂n − yn|

)
(28)

with some positive constant C.
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Finally, we derive by (22) that

I3 =
Ln
λn

∫
Ω3,n

Ĝyncnûne
2πû2ndx

≤ C log

(
2C

|x̂n − yn|

)
Ln
λn

∫
Ω3,n

cnûne
2πû2ndx

≤ AC log

(
2C

|x̂n − yn|

)
Ln
λn

∫
Ω3,n

û2ne
2πû2ndx

≤ AC log

(
2C

|x̂n − yn|

)
. (29)

Hence, by (24), (25) and (27)-(29), we have

cnûn(yn) ≤ C log

(
C

|x̂n − yn|

)
.

for yn with |x̂n − yn|/r̂n → ∞. Consequently, we conclude Lemma 2.10.

Lemma 2.11. We have

cnûn(Φ(x−Ψ(x̂n))) → G0 in C2
loc(R2

+ \ {0}),

where G0 ∈ C2
loc(R2 \ {0}) is the solution of

−∆G0 +G0 = δ0.

Proof. By Lemma 2.10 and the regularity theory, we derive Lemma 2.11.

Lemma 2.12. It holds that

lim sup
n→∞

λnE2π(un) ≤ lim sup
n→∞

λn
c2nLn

.

Proof. Going back to the computation (14), we have

λnE2π(un) ≤ A2 λn
c2nLn

+ λn

∫
Ω

(
e2π|u

A
n |2 − 1

)
dx

= A2 λn
c2nLn

+

∫
Ωn

(
e2π|û

A
n |2 − 1

)
dx
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for any A > 1. We estimate
∫
Ωn

(
e2π|û

A
n |2 − 1

)
dx. We recall that un ∈ Σλn

which implies
∫
Ωn

(|∇ûn|2 + û2n) dx = 1. Then, it follows from Lemma 2.11

that ûn(Φ(x−Ψ(x̂n)))⇀ 0 weakly in H1(BR∩R2
+) for each R > 0. The fact

and Lemma 2.7 yield that

lim
n→∞

∫
Ωn

(
e2π|û

A
n |2 − 1

)
dx = 0

for any A > 1. Consequently, letting A→ 1, we derive that

lim sup
n→∞

λnE2π(un) ≤ lim sup
n→∞

λn
c2nLn

.

Lemma 2.13. It holds that

lim sup
n→∞

λn
c2nLn

≤ π

2
e4πK+1,

where

K = lim
|x|→0

(
G0(x)−

1

2π
log

1

|x|

)
and G0 is a function as in Lemma 2.11.

Proof. We follow [25] (see also Section 4 in [15]). Fix ε small. We consider a
function G̃ solution of

−∆G̃n,0 = δ0 in Ωn ∩Bε,
∂G̃n,0
∂ν

= 0 on ∂Ωn ∩Bε,

G̃n,0 =
1
2π

log 1
ε

on Ωn ∩ ∂Bε.

Using a reflection argument, one can obtain the existence of G̃n,0, which can
be represented by

G̃n,0(x) =
1

2π
log

(
1

|x|

)
+ wn(x), (30)

where wn = O(ε) uniformly with respect to n.
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For c1 ≤ c2 we define a space of functions by

Λn(c1, c2, a, b)

:=

{
u ∈ H1

([
c1 ≤ G̃n,0 ≤ c2

]) ∣∣∣∣
u = a on

[
G̃n,0 = c1

]
, u = b on

[
G̃n,0 = c2

]
,
∂u

∂ν
= 0 on ∂Ωn ∩Bε

}
.

It can be seen that infu∈Λn
∫
[c1≤G̃n,0≤c2] |∇u|

2dx is attained by a function B
having the form

B =
b(G̃n,0 − c1)− a(G̃n,0 − c2)

c2 − c1

and satisfying ∫
[c1≤G̃n,0≤c2]

|∇B|2dx =
|b− a|2

c2 − c1
. (31)

Choose yn ∈ Ω ∩Bε such that |yn| = R1r̂n for some large constant R1. Set

Sn =
{
x ∈ Ωn ∩Bε

∣∣∣ G̃n,0(x) = G̃n,0(yn)
}
.

If x ∈ Sn, then by (30), we see that

|x| = |yn|e2π(vn(x)−vn(yn)),

which implies the existence of a constant c > 0 independent of n such that

e−cεR1r̂n ≤ |x| ≤ ecεR1r̂n.

Consequently, we get

Sn ⊂ Ωn ∩ (BecεR1r̂n \Be−cεR1r̂n) .

We recall that

cn (ûn(Φ(r̂nz −Ψ(x̂n)))− cn) → η0 = − 1

2π
log
(
1 +

π

2
|z|2
)

in C2
loc(R2

+).

By the fact and Lemma 2.11, we have

inf
x∈Sn

ûn(x) ≥ bn := cn +
η0(e

cεR1) + on(R1)

cn
(32)
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and

sup
x∈Ω∩∂Bε

ûn(x) ≤ an :=
supx∈Ω∩∂Bε G0(x) + on(ε)

cn
, (33)

where on(R1) → 0, on(ε) → 0 as n → ∞ for fixed R1, ε, and G0 is the
function as in Lemma 2.11. If n is large, we have an < bn. Put Gn ={
x ∈ Ωn ∩Bε

∣∣∣ G̃n,0(x) > G̃n,0(yn)
}
, and set Ûn = min{max{ûn, an}, bn}.

From (32) and (33), we get Ûn ∈ Λn

(
−(2π)−1 log ε, G̃n,0(yn), an, bn

)
. By

(31), we obtain ∫
Gn

|∇Ûn|2dx ≥ bn − an

G̃n,0(yn) +
1
2π

log ε
. (34)

Notice that
Be−cεR1r̂n ∩ Ωn ⊂

[
G̃n,0 > G̃n,0(yn)

]
.

Taking R2 large, we get∫
Gn

|∇Ûn|2dx

≤
∫
Gn

|∇ûn|2dx

≤
∫
Ωn∩Bε

|∇ûn|2dx−
∫
Be−cεR1r̂n

|∇ûn|2dx

≤ 1−
∫
Ωn\Bε

(
|∇ûn|2 + û2n

)
dx−

∫
Be−cεR1r̂n

|∇ûn|2dx

≤ 1−
∫
(Ωn\Bε)∩BR2

(
|∇ûn|2 + û2n

)
dx−

∫
Be−cεR1r̂n

|∇ûn|2dx.

Following the computations in Section 4 in [15], we derive that∫
Gn

|∇Ûn|2dx ≤ 1 +
1

c2n

(
1

2π
log

ε

R1

−K − 1

4π
log

π

2
+

1

4π

+on(1) + oε(1) + oR1(1) + oR2(1)

)
.

Using (32)-(34) and estimating
∫
Gn |∇Ûn|

2dx from below, we have

1

4π

λn
c2nLn

≤ 1

4π
log

π

2
+K +

1

4π
+ on(1) + oε(1) + oR1(1) + oR2(1).
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Letting n→ ∞, and then ε→ 0, R1 → ∞ and R2 → ∞, we obtain

lim sup
n→∞

λn
c2nLn

≤ π

2
e4πK+1.

Now we are in a position to prove the boundedness of cn. By Proposition
2.1 and Lemmas 2.12, 2.13, we derive that

I2π ≤ lim inf
n→∞

λnE2π(un) ≤ lim sup
n→∞

λnE2π(un) ≤
π

2
e4πK+1.

It is known that πe4πK+1 < d4π and d4π = 2I2π. Thus, we derive that

π

2
e4πK+1 < lim inf

n→∞
λnE2π(un) ≤ lim sup

n→∞
λnE2π(un) ≤

π

2
e4πK+1,

which is a contradiction. Therefore, it holds that cn ≤M2 for some constant
M2 which is independent of n.

Applying the techniques of [8], we have cn ≥M1 with a positive constant
M1. Consequently, we complete the proof of Theorem 1.1.

2.2. Proof of Theorem 1.2

Fix α ∈ (α∗, 2π]. We assume that λn → ∞ as n → ∞ and un = uλn is a
maximizer of supu∈Σλn Eα(u) for large n. In order to summarize properties of

un, we set ûn(x) = un(x/
√
λn+xn) and Ωn :=

{√
λn(x− xn) | x ∈ Ω

}
, where

xn is a maximum point of un. In Proposition 2.14 below, the uniqueness of
maximum point of un will be obtained. Then, we write V ∗

n := Ωn ∩ B2κ
√
λn .

Under the setting, we have the next proposition.

Proposition 2.14. We have the following results.

(I) It holds that
M1 ≤ sup

x∈Ω
un(x) ≤M2,

where M1 and M2 are positive constants independent of n.

(II) For n sufficiently large, un has a unique maximum and the maximum
point lies on the boundary of Ω.
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(III) For any ε > 0, there exist positive constants R and N such that for any
n ≥ N we have

un(x) ≤M3εe
−µ1δ(x)

√
λ for x ∈ Ω \BR/

√
λn(xλ),

where xn ∈ ∂Ω is the unique maximum point of un, δ(x) = min
{
dist

(
x, ∂BR/

√
λn(xλ)

)
, µ2

}
and M3, µ1, µ2 are positive constants depending only on Ω.

(IV) There exists u0 which is a maximizer of Iα such that

lim
n→∞

∫
V ∗
n

(
|∇ (ûn − u0) |2 + |ûn − u0|2

)
dx = 0.

(V) There exists a positive constant C such that

ûn(x) ≤ Ce−C|x| for x ∈ V ∗
n .

Proof. If α ∈ (α∗, 2π), (I)-(III) are obtained by [8]. If α = 2π, by Theorem
1.1 and the techniques in [8], we obtained (I)-(III).

For the proof of (IV), we recall the following convergence in the subsection
2.2 of [8].

un

(
Φn

(
z√
λn

+ xn

))
→ u0 in C2

loc(R2
+). (35)

By (35), we have

lim
n→∞

∫
V ∗
n

(
|∇ûn|2 + |ûn|2

)
dx ≥ lim

n→∞

∫
Ωn∩B2R

(
|∇ûn|2 + |ûn|2

)
dx

=

∫
BR∩R2

+

(
|∇u0|2 + |u0|2

)
dx

for any R > 0. Letting R → ∞, we derive that

lim
n→∞

∫
V ∗
n

(
|∇ûn|2 + |ûn|2

)
dx ≥ 1.

Moreover, since un ∈ Σλn , we have∫
V ∗
n

(
|∇ûn|2 + |ûn|2

)
dx ≤

∫
Ωn

(
|∇ûn|2 + |ûn|2

)
dx = 1
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for any n. Thus, it follows that

lim
n→∞

∫
V ∗
n

(
|∇ûn|2 + |ûn|2

)
dx = 1. (36)

Using (35) again, we observe that

lim
n→∞

∫
V ∗
n

(∇ûn∇u0 + ûnu0) dx =

∫
R2
+

(
|∇u0|2 + |u0|2

)
dx = 1. (37)

Combining (36) and (37), we have

lim
n→∞

∫
V ∗
n

(
|∇ (ûn − u0) |2 + |ûn − u0|2

)
dx = 0.

Hence, (IV) holds.
Finally, we prove (V). Applying the proof of (4.30) in [16], we derive that

for any R > 0 there exists N such that for n ≥ N it holds that

sup
x∈V ∗

n \BR
ûn(x) ≤ sup

x∈V ∗
n∩∂BR

ûn(x).

Hence, by (III), we obtain (V) in the same way as the proof of (3.5) in [16].
Consequently, we conclude (I)-(V).

We assume that xn → x0 ∈ ∂Ω after passing to a subsequence. More-
over, after a rotation and a translation n-dependent we may assume that
xn = 0. Then, Ω can be described in a small ball B2κ(xn) as the set
{x = (x1, x2) | x2 > ψn(x1)}, where ψn is represented by

ψn(x2) =
1

2
H(xn)x

2
1 + o(x21).

The set Ω∩B2κ(xn) is denoted by Vn. Further, we may also assume that ψn
converges locally in a C2-sense to ψ0, a corresponding parametrization at x0.

First, we obtain the upper bound of λnEα(un). We write again ûn(x) =

un(x/
√
λn+xn), Ωn :=

{√
λn(x− xn) | x ∈ Ω

}
and V ∗

n := Ωn∩B2κ
√
λn . For

an open set X and v ∈ H1(X), put

J1
X(v) :=

∫
X

(
|∇v|2 + v2

)
dx
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and

J2
X(v) :=

∫
X

(
e2πv

2 − 1
)
dx.

We note that for any function v defined in V ∗
n ∪

(
B2κ

√
λn ∩ R2

+

)
it holds that

J1
V ∗
n
(v) = J1

B2κ
√
λn

∩R2
+
(v) + J1

V ∗
n \R2

+
(v)− J1

(B2κ
√
λn

∩R2
+)\V ∗

n
(v) (38)

and that

J2
V ∗
n
(v) = J2

B2κ
√
λn

∩R2
+
(v) + J2

V ∗
n \R2

+
(v)− J2

(B2κ
√
λn

∩R2
+)\V ∗

n
(v). (39)

We define a function u∗n on V ∗
n ∪

(
B2κ

√
λn ∩ R2

+

)
by

u∗n(x) =

{
ûn(x) (x ∈ V ∗

n ) ,

ûn(x1, ψn(x1/
√
λn)) (x ̸∈ V ∗

n ) ,

and take a function τ ∗n ∈ C∞(R2) such that

τ ∗n(x) =

{
1 if x ∈ Bκ

√
λn ,

0 if x ∈ R2 \B2κ
√
λn ,

|∇τ(x)| ≤ 2

κ
√
λn
.

By (38) and Proposition 2.14 (III), we derive that

J1
V ∗
n
(ûn)

= J1
B2κ

√
λn

∩R2
+
(τ ∗nu

∗
n) + J1

V ∗
n \R2

+
(τ ∗nu

∗
n)− J1

(B2κ
√
λn

∩R2
+)\V ∗

n
(τ ∗nu

∗
n)

+O(e−c
√
λn) (40)

with some positive constant c. Then, we have the following results:

J1 := J1
V ∗
n \R2

+
(τ ∗nu

∗
n)

=

∫ 2κ
√
λn

−2κ
√
λn

[∫ 0

√
λnψ

−
n (x1/

√
λn)

(
|∇(τ ∗nu

∗
n)|2 + |τ ∗nu∗n|2

)
dx2

]
dx1

+O(e−c
√
λn). (41)

J2 := J1

(B2κ
√
λn

∩R2
+)\V ∗

n
(τ ∗nu

∗
n)

=

∫ 2κ
√
λn

−2κ
√
λn

[∫ √
λnψ

+
n (x1/

√
λn)

0

(
|∇(τ ∗nu

∗
n)|2 + |τ ∗nu∗n|2

)
dx2

]
dx1

+O(e−c
√
λn). (42)
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By Proposition 2.14 (IV), (V), (41) and (42), applying the dominated con-
vergence theorem, we have

lim
n→∞

√
λn (J1 − J2)

= −1

2
H(x0)

∫ +∞

−∞

(
|∇u0(x1, 0)|2 + |u0(x1, 0)|2

)
x21dx1. (43)

For simplicity, we write

T1 =

∫ +∞

−∞

(
|∇u0(x1, 0)|2 + |u0(x1, 0)|2

)
x21dx1.

Since J1
V ∗
n
(u∗n) ≤ 1, combining (40)-(43), we obtain

1 ≥ J1
B2κ

√
λn

∩R2
+
(τ ∗nu

∗
n)−

T1
2
H(x0)

1√
λn

+ o(
√
λn

−1
)

or

J1
B2κ

√
λn

∩R2
+
(τ ∗nu

∗
n) ≤ 1 +

T1
2
H(x0)

1√
λn

+ o(
√
λn

−1
). (44)

Using (44), we estimate λnJ
2
Ω(un). By Proposition 2.14 (III) and (39), we

see that

λnJ
2
Ω(un)

= J2
V ∗
n
(ûn) +O(e−c

√
λn)

= J2
B2κ

√
λn

∩R2
+
(τ ∗nu

∗
n) + J2

V ∗
n \R2

+
(τ ∗nu

∗
n)− J2

(B2κ
√
λn

∩R2
+)\V ∗

n
(τ ∗nu

∗
n)

+O(e−c
√
λn). (45)

with some positive constant c. Computing in the same way as (41)-(43), we
derive that

lim
n→∞

√
λn

[
J2
V ∗
n \R2

+
(τ ∗nu

∗
n)− J2

(B2κ
√
λn

∩R2
+)\V ∗

n
(τ ∗nu

∗
n)
]

= −1

2
H(x0)

∫ +∞

−∞

(
e2π|u0(x1,0)|

2 − 1
)
x21dx. (46)
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Moreover, we have

J2
B2κ

√
λn

∩R2
+
(τ ∗nu

∗
n)

≤
∫
R2
+

{
exp

[(
1 +

T1
2
H(x0)

1√
λn

+ o(
√
λn

−1
)

)
|τ ∗nu∗n|2

J1
B2κ

√
λn

∩R2
+
(τ ∗nu

∗
n)

]
− 1

}
dx

≤ I2π + πT1H(x0)
1√
λn

∫
R2
+

u20e
2πu20dx+ o(

√
λn

−1
). (47)

Thus, (45)-(47) yield

λnJ
2
Ω(un) ≤ I2π +

T ∗

2
H(x0)

1√
λn

+ o(
√
λn

−1
),

where

T ∗ =

∫ +∞

−∞

[(
2π

∫
R2
+

u20e
2πu20dx

)(
|∇u0(x1, 0)|2 + |u0(x1, 0)|2

)
−
(
e2π|u0(x1,0)|

2 − 1
)]

x21dx.

Hence, we obtain

λnEα(un) = λnJ
2
Ω(un) ≤ I2π +

T ∗

2
H(x0)

1√
λn

+ o(
√
λn

−1
).

Here, we prove the positivity of T ∗. We recall that u0 is a maximizer of
I2π, and thus it holds that

−∆u0 + u0 =
u0e

2πu20∫
R2
+
u20e

2πu20dx
in R2

+, u0 ∈ H1(R2
+).

Multiplying both sides by x22∂u0/∂x2 and integrating it on R2
+, we have∫

R2
+

x22
∂u0
∂ν

(−∆u0 + u0) dx−

(∫
R2
+

u20e
2πu20dx

)−1 ∫
R2
+

x22
∂u0
∂ν

u0e
2πu20dx

= 0

By a direct computation in the same way as the proof of Lemma 3.3 in [18],
we have T ∗ > 0.
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Next, we estimate λnEα(un) below. Computing JΩn(τ
∗
nu0) directly, we

have

λnJ
2
Ω(τ

∗
nu0) ≥ I2π +

T ∗

2
H(x0)

1√
λn

+ o(
√
λn

−1
).

Thus,

λnEα(un) ≥ I2π +
T ∗

2
H(x0)

1√
λn

+ o(
√
λn

−1
).

Consequently, we obtain the following energy expansion

λnE2π(un) = I2π +
T ∗

2
H(x0)

1√
λn

+ o(
√
λn

−1
).

Then we have
lim
n→∞

H(xn) = max
x∈∂Ω

H(x),

which completes the proof of Theorem 1.2.

3. Maximizer for supu∈Σ0
λ
Eα(u): Proofs of Theorems 1.3 and 1.4

We fix α ∈ (0, 4π] and assume that λn is a sequence with λn → ∞ as
n→ ∞. Suppose that vn := vλn is a maximizer for supu∈Σ0

λn
Eα(u). Assume

that xn ∈ Ω is a maximum point of vn and set v̂n(x) = vn(x/
√
λn + xn).

First, we check that limn→∞ λnEα(vn) = dα, and thus, v̂n is a maximiz-
ing sequence of dα. We take a positive constant R and x0 ∈ Ω satisfying
B2R(x0) ⊂ Ω. Then, we define a function τR ∈ C∞(R2) by

τR(x) =

{
1 if x ∈ BR,

0 if x ∈ R2 \B2R,
|∇τ(x)| ≤ C,

and we set τR,n(x) = τR
(
(x− x0)/

√
λn
)
. For any ψ ∈ H1(R2) with

∫
R2 (|∇ψ|2 + ψ2) dx =

1, we see that

Mn :=

∫
R2

(
|∇ (τR,nψ) |2 + |τR,nψ|2

)
dx = 1 + o(1).

Thus, for R∗ > 0 with R∗ ≤ 2R
√
λn, we have∫

BR∗ (x0)

(
eαψ

2 − 1
)
dx ≤

∫
B2R

√
λn

(x0)

(
eα

(τR,nψ)2

Mn − 1

)
dx+ o(1)

≤ λnEα(vn) + o(1).
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Letting n→ ∞, and then R∗ → ∞, we derive that∫
R2

(
eαψ

2 − 1
)
dx ≤ lim inf

n→∞
λnEα(vn).

Hence, it holds that dα ≤ lim infn→∞ λnEα(vn). On the other hand, by
extending vn by 0 outside Ω, it holds that λnEα(vn) ≤ dα for any n. Hence,
we obtain that limn→∞ λnEα(vn) = dα and v̂n is a maximizing sequence of
dα.

3.1. Proof of Theorem 1.3

In the case α < 4π, we derive (I) and (II) by applying the techniques in
[8]. In the case α = 4π, we first obtain that supx∈Ω vn(x) ≤ M2 for some
positive constant M2 independent of n. The proof follows Section 2. Then,
we prove (I) in the same way as the proof of Theorem 1.1 (I) in [8]. In this
case, the theorem is also obtained by Theorem 1.2 in [10] and the fact that
v̂n is a maximizing sequence of dα.

3.2. Proof of Theorem 1.4

We fix α ∈ (β∗, 4π]. In order to prove Theorem 1.4, we summarize the
properties of vn.

Proposition 3.1. We have the following results.

(I) It holds that
M1 ≤ sup

x∈Ω
vn(x) ≤M2,

where M1 and M2 are positive constants independent of n.

(II) For n sufficiently large vn has a unique maximum at xn ∈ Ω, and it
holds that

lim
n→∞

√
λndist(xn, ∂Ω) = ∞.

(III) There exists v0 which is a maximizer of dα such that

v̂n → v0 in C2
loc(R2),

where v̂n(x) = vn(x/
√
λn + xn).
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We may assume that, up to a subsequence, xn → x0 ∈ Ω as n → ∞.
Then,

dn := dist(xn, ∂Ω) → d0 := dist(x0, ∂Ω).

Set Ωn =
{√

λn(x− xn)
∣∣ x ∈ Ω

}
and v̂n = vn(x/

√
λn + xn). The function

v̂n satisfies {
−∆v̂n + v̂n = Lnv̂ne

αv̂2n in Ωn,

v̂n = 0 on ∂Ωn,

where Ln =
(
λn
∫
Ω
v2ne

αv2ndx
)−1

. We note that Ln ≤ 1 + λ1(Ω)/λn holds for

any n, where λ1(Ω) denotes the first eigenvalue of −∆ with the zero Dirichlet
boundary condition on Ω. The function v0 in Proposition 3.1 (III) satisfies

−∆v0 + v0 =
v0e

αv20∫
R2 v

2
0e
αv20dx

in R2

or
−∆v0 + L∞v0 = (1− L∞)v0(e

αv20 − 1) in R2,

where L∞ = 1−
(∫

R2 v
2
0e
αv20dx

)−1

. By the Pohozaev identity, we have L∞ ∈
(0, 1). It follows from the upper bound of Ln and Proposition 3.1 that 1 −
Ln → L∞ as n→ ∞. We define a constant as

L := max

{
1− 1∫

R2 v
2
0e
αv20dx

∣∣∣∣∣ v0 is a maximizer of dα

}
.

We note that by the precompactness of maximizers of dα, there exists v∗0 ∈
H1(R2) such that

1− 1∫
R2 |v∗0|2eα|v

∗
0 |2dx

= L . (48)

We first prepare the following lemma.

Lemma 3.2. Let K and c be positive constants and let f be a positive
function such that f(r) → 0 as r → ∞. For a positive constant ρ and
R ∈ (0, ρ− 1), assume that wρ is a solution of{

−w′′ − 1
r
w′ +Kw = fw in (R, ρ),

w(R) = c, w(ρ) = 0
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and that w∞ is a solution of{
−w′′ − 1

r
w′ +Kw = fw in (R,∞),

w(R) = c, w(∞) = 0.

Then, for large ρ and R, there exists ε > 0 such that ε→ 0 as R → ∞,

e−ρ(
√
K+ε) ≤ wρ(ρ− 1) ≤ e−ρ(

√
K−ε) (49)

and
e−ρ(

√
K+ε) ≤ w∞(ρ− 1) ≤ e−ρ(

√
K−ε). (50)

Proof. Since the proof of (50) is same as the proof of (49), we only prove
(49). Fix large ρ and R with ρ − 1 > R. We take small ε1 such that
K − f(R) ≥ (

√
K − ε1)

2. Then, we consider the equation−w′′ +
(√

K − ε1

)2
w = 0 in (R, ρ),

w(R) = c, w(ρ) = 0.

The solution of the above equation is a supersolution of wρ, and thus

wρ(ρ− 1) ≤ e−ρ(
√
K−ε1).

For the lower bound, we choose ε2 such that
(
R−1 +

√
R−2 + 4K

)
/2 <

√
K+

ε2. We consider the equation{
−w′′ − 1

R
w′ +Kw = 0 in (R, ρ),

w(R) = c, w(ρ) = 0.

Since the solution of the equation is a subsolution of wρ, by a direct compu-
tation, we have

wρ(ρ− 1) ≥ e−ρ(
√
K+ε2).

Hence, taking ε = max{ε1, ε2}, we derive (49). By appropriate choices of ε1
and ε2, it holds that ε→ 0 as R → ∞.

By Proposition 3.1 (III) and Lemma 3.2, we have

v̂n(x) ≤ e−|x|(
√
L∞+o(1)) (51)
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for |x| ≥ ρ with large ρ and in particular, we have

v̂n(x) = e−|x|(
√
L∞+o(1)) (52)

for ρ ≤ |x| ≤ dn
√
λn − 1. Moreover, it holds that

∂v̂n
∂ν

(x∗n) ≤ −e−d0
√
λn(

√
L∞+o(1)),

where x∗n ∈ ∂Ωn satisfies |x∗n| = dn
√
λn. Thus, using Proposition 3.1 (III)

and considering suitable ordinary differential equation, we have

∂v̂n
∂ν

(x) ≤ −e−d0
√
λn(

√
L∞+o(1)) for x ∈ ∂Ωn ∩Bκ(x

∗
n) (53)

with κ > 0 independent of n. By (51) and the regularity theory, we have∫
Ωn\Bρ

(
|∇v̂n|2 + v̂2n

)
dx ≤ e−2ρ(

√
L∞+o(1)). (54)

Set
d∞ = max

x∈Ω
dist(x, ∂Ω) = dist(x∞, ∂Ω).

We prove the following lower estimate of λnEα(vn).

Proposition 3.3. It holds that

λnEα(vn) ≥ dα − e−2d∞
√
λn(

√
L+o(1))

as n→ ∞.

Proof. We first consider a lower estimate of

D(α, ρ) = sup
u∈H1

0 (Bρ)∫
Bρ(|∇u|

2+u2)dx=1

∫
Bρ

(
eαu

2 − 1
)
dx

as ρ→ ∞. We take v∗0 a maximizer of dα satisfying (48). The function v∗0 is
a solution of{

−w′′ − 1
r
w′ + Lw = (1− L )w

(
eαw

2 − 1
)

in (0,∞),

w′(0) = 0, w(∞) = 0.
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Thus, by Lemma 3.2, we have

v∗0(ρ− 1) = e−ρ(
√

L+o(1)) (55)

as ρ→ ∞. Let Ψρ be a solution of
−∆ψ + L ψ = 0 in Bρ \Bρ−1,

ψ = v∗0 on ∂Bρ−1,

ψ = 0 on ∂Bρ.

(56)

By (55), (56) and the regularity theory, we observe that∫
R2\Bρ−1

(
|∇v∗0|2 + |v∗0|2

)
dx = e−2ρ(

√
L+o(1)) (57)

and ∫
Bρ\Bρ−1

(
|∇Ψρ|2 +Ψ2

ρ

)
dx = e−2ρ(

√
L+o(1)). (58)

Define a function vρ by

vρ(x) =

{
v∗0(x) (|x| ≤ ρ− 1),

Ψρ(x) (ρ− 1 ≤ |x| ≤ ρ).

Then, we have∫
Bρ

(
|∇vρ|2 + |vρ|2

)
dx

=

∫
R2

(
|∇v∗0|2 + |v∗0|2

)
dx+

∫
Bρ\Bρ−1

(
|∇Ψρ|2 +Ψ2

ρ

)
dx

−
∫
R2\Bρ−1

(
|∇v∗0|2 + |v∗0|2

)
dx

= 1 +

∫
Bρ\Bρ−1

(
|∇Ψρ|2 +Ψ2

ρ

)
dx−

∫
R2\Bρ−1

(
|∇v∗0|2 + |v∗0|2

)
dx

=: 1 + T1 − T2.
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Using this equality, we have

D(α, ρ)

≥
∫
Bρ

{
exp

[
α

v2ρ∫
Bρ

(
|∇vρ|2 + |vρ|2

)
dx

]
− 1

}
dx

=

∫
Bρ

[
e
α
(
1+

T2−T1
1+T1−T2

)
v2ρ − 1

]
dx

≥
∫
Bρ

(
eαv

2
ρ − 1

)
dx+ α

T2 − T1
1 + T1 − T2

∫
Bρ

v2ρe
αv2ρdx

= dα +

∫
Bρ\Bρ−1

(
eαΨ

2
ρ − 1

)
dx−

∫
R2\Bρ−1

(
eα|v

∗
0 |2 − 1

)
dx

+α(T2 − T1)

∫
Bρ

v2ρe
αv2ρdx+O

(
(T2 − T1)

2
)
. (59)

By (57), we see that

−
∫
R2\Bρ−1

(
eα|v

∗
0 |2 − 1

)
dx+ αT2

∫
Bρ

v2ρe
αv2ρdx

≥ α

L + oρ(1)

[∫
R2\Bρ−1

(
|∇v∗0|2 + |v∗0|2

)
dx− (L + oρ(1))

∫
R2\Bρ−1

|v∗0|2dx

]

+O

(∫
R2\Bρ−1

|v∗0|4dx

)
≥ O

(
e−4ρ(

√
L+o(1))

)
. (60)

Moreover, by (58), we have∫
Bρ\Bρ−1

(
eαΨ

2
ρ − 1

)
dx− αT1

∫
Bρ

v2ρe
αv2ρdx

≥ − α

L + oρ(1)

∫
Bρ\Bρ−1

[
|∇Ψρ|2 + (L + oρ(1))Ψ

2
ρ

]
dx

= − α

L + oρ(1)
e−2ρ(

√
L+o(1))

= −e−2ρ(
√

L+o(1)). (61)

Hence, (57)-(61) yield

D(α, ρ) ≥ dα − e−2ρ(
√

L+o(1)) (62)
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as ρ→ ∞.
Using (62), we estimate of λnEα(vn) from below. Since we may assume

that H1
0 (Bd∞(x∞)) ⊂ H1

0 (Ω), by the scaling, we have

λnEα(vn) ≥ D(α, d∞
√
λn).

Consequently, the inequality and (62) yield that

λnEα(vn) ≥ dα − e−2d∞
√
λn(

√
L+o(1))

and complete the proof of Proposition 3.3.

Next, we prove the following upper estimate of λnEα(vn).

Proposition 3.4. It follows that

λnEα(vn) ≤ dα − e−2d0
√
λn(

√
L∞+o(1))

as n→ ∞.

Proof. Let Φn be a solution of
−∆ϕ+ (1− Ln)ϕ = fϕ in R2 \Bdn

√
λn−1,

ϕ = v̂n on ∂Bdn
√
λn−1,

ϕ(x) → 0 as |x| → ∞.

where f is a rapidly decreasing function as |x| → ∞. By (52), applying
Lemma 3.2 and the regularity theory, we have

Φn(x) = e−|x|(
√
L∞+o(1)) (63)

for |x| ≥ dn
√
λn − 1 and∫
R2\Bdn

√
λn−1

(
|∇Φn|2 + Φ2

n

)
dx = e−2dn

√
λn(

√
L∞+o(1)). (64)

Set

vn(x) =

{
v̂n(x) (|x| ≤ dn

√
λn − 1),

Φn(x) (|x| ≥ dn
√
λn − 1).
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It follows that

1 =

∫
Ωn

(
|∇v̂n|2 + v̂2n

)
dx

=

∫
R2

(
|∇vn|2 + v2n

)
dx+

∫
Ωn\Bdn

√
λn−1

(
|∇v̂n|2 + v̂2n

)
dx

−
∫
R2\Bdn

√
λn−1

(
|∇Φn|2 + Φ2

n

)
dx

=: T̃1 + T̃2 − T̃3.

Then, using (54) and (64), we have

λnEα(vn)

=

∫
Ωn

(
eαv̂

2
n − 1

)
dx

=

∫
Ωn

(
e
α
v̂2n
T̃1 e

α
T̃3−T̃2
T̃1

v̂2n − 1

)
dx

=

∫
Ωn

(
e
α
v̂2n
T̃1 − 1

)
dx+ α

T̃3 − T̃2

T̃1

∫
Ωn

v̂2ne
α
v̂2n
T̃1 dx+O

((
T̃3 − T̃2

)2)
=

∫
Ωn

(
e
α
v̂2n
T̃1 − 1

)
dx+ α

(
T̃3 − T̃2

)∫
Ωn

v̂2ne
αv̂2ndx+O

(
e−4d0

√
λn(

√
L∞+o(1))

)
=

∫
R2

(
e
α
v2n
T̃1 − 1

)
dx+

∫
Ωn\Bdn

√
λn−1

(
e
α
v̂2n
T̃1 − 1

)
dx−

∫
R2\Bdn

√
λn−1

(
e
α

Φ2
n
T̃1 − 1

)
dx

+α
(
T̃3 − T̃2

)∫
Bρ

v̂2ne
αv̂2ndx+O

(
e−4d0

√
λn(

√
L∞+o(1))

)
≤ dα +

∫
Ωn\Bdn

√
λn−1

(
eαv̂

2
n − 1

)
dx−

∫
R2\Bdn

√
λn−1

(
eαΦ

2
n − 1

)
dx

+α
(
T̃3 − T̃2

)∫
Ωn

v̂2ne
αv̂2ndx+O

(
e−4d0

√
λn(

√
L∞+o(1))

)
. (65)
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We derive that∫
Ωn\Bdn

√
λn−1

(
eαv̂

2
n − 1

)
dx− αT̃2

∫
Bρ

v̂2ne
αv̂2ndx

= − α

1− L∞ + o(1)

∫
Ωn\Bdn

√
λn−1

[
|∇v̂n|2 + (L∞ + o(1)) v̂2n

]
dx

+O

(∫
Ωn\Bdn

√
λn−1

v̂4ndx

)

= − α

1− L∞ + o(1)

∫
∂Bdn

√
λn−1

(
−∂v̂n
∂ν

)
v̂ndσ

+O
(
e−4d0

√
λn(

√
L∞+o(1))

)
(66)

and that

−
∫
R2\Bdn

√
λn−1

(
eαΨ

2
n − 1

)
dx+ αT̃3

∫
Ωn

v̂2ne
αv̂2ndx

=
α

1− L∞ + o(1)

∫
R2\Bdn

√
λn−1

[
|∇Φn|2 + (L∞ + o(1)) Φ2

n

]
dx

=
α

1− L∞ + o(1)

∫
∂Bdn

√
λn−1

(
−∂Φn

∂ν

)
Φndσ

+O
(
e−4d0

√
λn(

√
L∞+o(1))

)
. (67)

Combining (65)-(67), we have

λnEα(vn) ≤ dα +
α

1− L∞ + o(1)

∫
∂Bdn

√
λn−1

(
∂v̂n
∂ν

v̂n −
∂Φn

∂ν
Φn

)
dσ

+O
(
e−4d0

√
λn(

√
L∞+o(1))

)
Since v̂n = Φn on ∂Bdn

√
λn−1, by (53), (63) and the Hopf boundary lemma,
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we have ∫
∂Bdn

√
λn−1

(
∂v̂n
∂ν

v̂n −
∂Φn

∂ν
Φn

)
dσ

=

∫
∂Bdn

√
λn−1

(
∂v̂n
∂ν

Φn −
∂Φn

∂ν
v̂n

)
dσ

=

∫
∂Ωn

∂v̂n
∂ν

Φndσ −
∫
Ωn\Bdn

√
λn−1

∆v̂nΦndx+

∫
R2\Bdn

√
λn−1

∆Φnvndx

=

∫
∂Ωn

∂v̂n
∂ν

Φndσ +O
(
e−4d0

√
λn(

√
L∞+o(1))

)
= −e−2d0

√
λn(L∞+o(1)) +O

(
e−4dn

√
λn(

√
L∞+o(1))

)
.

Hence, we obtain the upper estimate

λnEα(vn) ≤ dα − e−2d0
√
λn(L∞+o(1)).

Consequently, we conclude Proposition 3.4.

Finally, Proposition 3.3 and 3.4 yield that L∞ = L and d0 = d∞, which
complete the proof of Theorem 1.4.
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