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Abstract. If a closed smooth manifoldM with an action of a torusT
satisfies certain conditions, then a labeled graphGM with labeling in
H2(BT) is associated withM, which encodes a lot of geometrical infor-
mation onM. For instance, the “graph cohomology” ringH∗T(GM) ofGM

is defined to be a subring of
⊕

v∈V(GM ) H∗(BT), whereV(GM) is the set
of vertices ofGM, and is known to be often isomorphic to the equivariant
cohomologyH∗T(M) of M. In this paper, we determine the ring structure
of H∗T(GM) with Z (resp.Z[ 1

2]) coefficients whenM is a flag manifold of
type A, B or D (resp. C) in an elementary way.

1. Introduction

Let T be a compact torus of dimensionn and M a closed smoothT-
manifold. The equivariant cohomology ofM is defined to be the ordinary
cohomology of the Borel construction ofM, that is,

H∗T(M) := H∗(ET ×T M)

whereET denotes the total space of the universal principalT-bundleET→
BT andET×T M denotes the orbit space ofET×M by the diagonalT-action.
Throughout this paper, all cohomology groups are taken withZ coefficients
unless otherwise stated. The equivariant cohomology ofM contains a lot
of geometrical information onM. Moreover it is often easier to compute
H∗T(M) thanH∗(M) by virtue of the Localization Theorem which implies
that the restriction map

(1.1) ι∗ : H∗T(M)→ H∗T(MT)

to theT-fixed point setMT is often injective, in fact, this is the case when
Hodd(M) = 0. WhenMT is isolated,H∗T(MT) =

⊕
p∈MT H∗T(p) and hence

H∗T(MT) is a direct sum of copies of a polynomial ring inn variables because
H∗T(p) = H∗(BT).
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Therefore we suppose thatHodd(M) = 0 andMT is isolated. Goresky-
Kottwitz-MacPherson [5] (see also [6, Chapter 11]) found that under the
further condition that the weights at a tangentialT-module are pairwise
linearly independent at eachp ∈ MT , the image ofι∗ in (1.1) above is de-
termined by the fixed point sets of codimension one subtori ofT when con-
sidering cohomology withQ coefficients. Their result motivated Guillemin-
Zara [7] to associate a labeled graphGM with M and define the “graph coho-
mology” ring H∗T(GM) of GM, which is a subring of

⊕
p∈MT H∗(BT). Then

the result of Goresky-Kottwitz-MacPherson can be stated thatH∗T(M)⊗Q is
isomorphic toH∗T(GM) ⊗Q as graded rings whenM satisfies the conditions
mentioned above.

The result of Goresky-Kottwitz-MacPherson can be applied to many im-
portantT-manifoldsM such as flag manifolds, compact smooth toric va-
rieties and so on. WhenM is such a nice manifold,H∗T(M) is known to
be often isomorphic toH∗T(GM) without tensoring withQ (see [9], [10] for
example). In this paper, we determine the ring structure ofH∗T(GM) (resp.
H∗T(GM)⊗Z[ 1

2]) in an elementary way whenM is a flag manifold of type A,
B or D (resp. C).

The equivariant cohomology ringH∗T(M) of a flag manifoldM of classi-
cal type is determined (see [4] for example) and our computation ofH∗T(GM)
confirms that (resp.H∗T(M)⊗Z[ 1

2]) is isomorphic toH∗T(GM) (resp.H∗T(GM)⊗
Z[ 1

2]) when M is of type A, B or D (resp. C). The main point in our com-
putation is to show thatH∗T(GM) is generated by some elements which have
a simple combinatorial description. WhenM is a flag manifold of type
An−1, those elementsτ1, . . . , τn in H∗T(GM) correspond to the equivariant
first Chern classes inH∗T(M) of complex line bundles overM obtained from
the flags. One can show that those first Chern classes generateH∗T(M) over
H∗(BT) using topological techniques. However, our concern is to compute
the graph cohomologyH∗T(GM) directly, and so we show thatτ1, . . . , τn gen-
erateH∗T(GM) overH∗(BT) in a purely combinatorial or elementary way.

This paper is organized as follows. In Section 2 we introduce the notion
of a labeled graph and its graph cohomology following the notion of GKM
graph and its graph cohomology. We treat type A in Section 3, which is a
prototype of our argument. Type C is treated in Section 4 and the argument
is almost the same as type A if we work overZ[ 1

2] coefficients. Types B
and D can also be treated similarly but more subtle arguments are necessary
when we work overZ coefficients. This is done in Sections 5 and 6.

This paper is the detailed and improved version of the announcement [1].
Recently the first author ([2]) has determined the ring structure ofH∗T(GM)
along the line developed in this paper whenM is the flag manifold of type
G2.
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2. Labeled graphs and graph cohomology

Let T be a compact torus of dimensionn. Any homomorphismf from
T to a circle groupS1 induces a homomorphismf ∗ : H∗(BS1) → H∗(BT),
so assigningf to f ∗(u), whereu is a fixed generator ofH2(BS1), defines a
homomorphism from Hom(T,S1) (the group of homomorphisms fromT to
S1) to H2(BT). As is well-known, this homomorphism is an isomorphism
so that we make the following identification

Hom(T,S1) = H2(BT)

and useH2(BT) instead of Hom(T,S1) throughout this paper.
LetG be a graph with labeling

ℓ(e) ∈ H2(BT) for each edgeeof G.

We callG a labeled graphin this paper. Remember thatH∗(BT) is a poly-
nomial ring overZ generated by elements inH2(BT).

Definition. The graph cohomology ring ofG, denotedH∗T(G), is defined
to be the subring of Map(V(G),H∗(BT)) =

⊕
v∈V(G) H∗(BT), whereV(G)

denotes the set of vertices ofG, satisfying the following condition:

h ∈ Map(V(G),H∗(BT)) is an element ofH∗T(G) if and only
if h(v) − h(v′) is divisible byℓ(e) in H∗(BT) whenever the
verticesv andv′ are connected by an edgee in G.

Note thatH∗T(G) has a grading induced from the grading ofH∗(BT).

Remark. Guillemin-Zara [7] introduced the notion of GKM graph moti-
vated by the result of Goresky-Kottwitz-MacPherson [5]. It is a labeled
graph but requires more conditions on the labelingℓ and encodes more ge-
ometrical information on aT-manifold M when it is associated withM.
However, what we are concerned with in our paper is the graph cohomol-
ogy ofG defined above and for that purpose we do not need to require any
condition on the labelingℓ although the labeled graphs treated in this paper
are all GKM graphs.

Here is an example of a labeled graph arising from a root system, which
is our main concern in this paper.

Example. For a root systemΦ in H2(BT) (with an inner product) we define
a labeled graphGΦ as follows. The vertex setV(GΦ) ofGΦ is the Weyl group
WΦ of Φ, which is generated by reflectionsσα determined byα ∈ Φ. Two
verticesw andw′ are connected by an edge, denotedew,w′, if and only if
there is an elementα of Φ such thatw′ = wσα, and we label the edgeew,w′

with wα. Sinceσα = σ−α, this labeling has ambiguity of sign but the graph
cohomology ringH∗T(GΦ) is independent of the sign.



4 Y. FUKUKAWA, H. ISHIDA, AND M. MASUDA

If G is a compact semisimple Lie group withΦ as the root system andT
is a maximal torus ofG, then the labeled (or GKM) graph associated with
G/T isGΦ, see [8, Theorem 2.4].

3. Type An−1

Let {ti}ni=1 be a basis ofH2(BT), so thatH∗(BT) can be identified with
the polynomial ringZ[t1, t2, . . . , tn]. We choose an inner product onH2(BT)
such that the basis{ti}ni=1 is orthonormal. Then

(3.1) Φ(An−1) := {±(ti − t j) | 1 ≤ i < j ≤ n}

is a root system of typeAn−1. We denote byAn the labeled graph associated
with Φ(An−1). The graphAn has the permutation groupSn on n letters
[n] = {1,2, . . . ,n} as the vertex set. We use the one-line notationw =
w(1)w(2) . . .w(n) for permutations. Two verticesw,w′ are connected by
an edgeew,w′ if and only if there is a transposition (i, j) ∈ Sn such that
w′ = w · (i, j), in other words,

w′(i) = w( j), w′( j) = w(i) and w′(r) = w(r) for r , i, j,

and the edgeew,w′ is labeled bytw(i) − tw′(i).
For eachi = 1, . . . ,n, we define elementsτi , ti of Map(V(An),H∗(BT))

by

(3.2) τi(w) := tw(i), ti(w) := ti for w ∈ Sn.

In fact, bothτi andti are elements ofH2
T(An).

Remark. Let 0 ⊂ E1 ⊂ · · · ⊂ En be the tautological flag of bundles over a
flag manifold ofAn−1 type. They admit naturalT-actions and one can see
that τi corresponds to the equivariant first Chern classcT

1 (Ei/Ei−1) of the
equivariant line bundleEi/Ei−1.

Example. The casen = 3. The root systemΦ(A2) is {±(ti − t j)|1 ≤ i < j ≤
3}. The labeled graphA3 andτi for i = 1,2,3 are as follows.
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Theorem 3.1.LetAn be the labeled graph associated with the root system
Φ(An−1) of type An−1 in (3.1). Then

H∗T(An) = Z[τ1, ···, τn, t1, ···, tn]/(ei(τ) − ei(t) | i = 1, ···,n),

where ei(τ) (resp. ei(t)) is the ith elementary symmetric polynomial inτ1, ···, τn
(resp. t1, ···, tn).

The rest of this section is devoted to the proof of Theorem 3.1. We first
prove the following.

Lemma 3.2. H∗T(An) is generated byτ1, ···, τn, t1, ···, tn as a ring.

Proof. We shall prove the lemma by induction onn. Whenn = 1, H∗T(A1)
is generated byt1 sinceA1 is a point; so the lemma holds.

Suppose that the lemma holds forn− 1. Then it suffices to show that any
homogeneous elementh of H∗T(An), say of degree 2k, can be expressed as
a polynomial in theτi ’s andti ’s. For eachi = 1, . . . ,n, we set

Vi := {w ∈ Sn | w(i) = n}.
The setsVi give a decomposition ofSn into disjoint subsets. We consider
the full labeled subgraphLi of An with Vi as the vertex set, where the full
subgraph means that any edge inAn connecting vertices inVi lies in Li.
Note that the vertices ofLi can naturally be identified with permutations on
{1,2, . . . , n}\{i} andLi is isomorphic toAn−1 for any i.

Let

(3.3) 1 ≤ q ≤ min{k+ 1,n}
and assume that

(3.4) h(v) = 0 for anyv ∈
q−1∪
i=1

Vi

and thatq is the minimal integer with the properties (3.3) and (3.4).
Note that a vertexw in Vq is connected by an edge inAn to a vertexv in

Vi for i , q if and only if v = w · (i,q). In this caseh(w) − h(v) is divisible
by tw(i) − tw(q) = tw(i) − tn andh(v) = 0 wheneveri < q by (3.4), soh(w) is
divisible by tw(i) − tn for i < q. Thus, for eachw ∈ Vq, there is an element
gq(w) ∈ Z[t1, ···, tn] such that

(3.5) h(w) = (tw(1) − tn)(tw(2) − tn) . . . (tw(q−1) − tn)g
q(w)

wheregq(w) is homogeneous and of degree 2(k + 1 − q) becauseh(w) is
homogeneous and of degree 2k.

One expresses

(3.6) gq(w) =
k+1−q∑

r=0

gq
r (w)trn
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with homogeneous polynomialsgq
r (w) of degree 2(k+1−q−r) in Z[t1, ···, tn−1].

Claim. For eachr with 0 ≤ r ≤ k + 1− q, there is a polynomialGq
r in τi ’s

(exceptτq) and ti ’s (excepttn) with integer coefficients such thatGq
r (w) =

gq
r (w) for anyw ∈ Vq.

Proof of Claim. If the vertexw in Vq is connected by an edge inAn to a
vertexv in Vq, then there is an element (i, j) ∈ Sn such thatv = w · (i, j)
wherei and j are not equal toq. Sinceh is an element ofH∗T(An), h(w)−h(v)
has to be divisible bytw(i) − tw( j), in other words,

(3.7) h(w) ≡ h(v) mod tw(i) − tw( j).

On the other hand, it follows from (3.5) that we have

(3.8) h(w) = gq(w)
q−1∏
s=1

(tw(s) − tn), h(v) = gq(v)
q−1∏
s=1

(tv(s) − tn).

Here, sincev = w · (i, j), we havew(i) = v( j), w( j) = v(i) andw(s) = v(s)
for s , i, j. Moreoverw(i) andw( j) are not equal ton becausei and j are
not equal toq. Therefore

q−1∏
s=1

(tw(s) − tn) ≡
q−1∏
s=1

(tv(s) − tn) . 0 mod tw(i) − tw( j).

This together with (3.7) and (3.8) implies that

gq(w) ≡ gq(v) mod tw(i) − tw( j)

and hence

gq
r (w) ≡ gq

r (v) mod tw(i) − tw( j) for anyr

becausew(i) and w( j) are not equal ton. Thereforegq
r (w) − gq

r (v) is di-
visible by tw(i) − tw( j) for any r. This means thatgq

r restricted toLq is an
element ofH∗T(Lq). The vertices ofLq can be identified with permutations
on {1, . . . ,n}\{q} and henceLq is naturally isomorphic toAn−1, so the in-
duction assumption onn implies that there is a polynomialGq

r in τi ’s (except
τq) andti ’s (excepttn) with integer coefficients such thatGq

r (w) = gq
r (w) for

anyw ∈ Vq = V(Lq), proving the claim.

Sinceτi(w) = tw(i) andw(i) = n for w ∈ Vi, we have

(3.9)
q−1∏
j=1

(τ j − tn)(w) = 0 for anyw ∈
q−1∪
i=1

Vi.
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Therefore, it follows from (3.5), (3.6), the claim above and (3.9) that putting
Gq =

∑k+1−q
r=0 Gq

r trn, we have

(
h−Gq

q−1∏
j=1

(τ j − tn)
)
(w) =h(w) − gq(w)

q−1∏
j=1

(tw( j) − tn)

=0 for anyw ∈
q∪

i=1

Vi.

Therefore, subtracting the polynomialGq∏q−1
j=1(τ j − tn) from h, we may

assume that

h(v) = 0 for anyv ∈
q∪

i=1

Vi.

The above argument implies thath finally takes zero on all vertices ofAn

(which meansh = 0) by subtracting polynomials inτi ’s andti ’s with integer
coefficients, and this completes the induction step. □

Let k be a commutative ring. We takek = Z or Z[ 1
2] later. Remember

that the Hilbert series of a gradedk-algebraA∗ =
⊕∞

j=0 Aj, whereAj is the
degreej part ofA∗ and assumed to be of finite rank overk, is a formal power
series defined by

F(A∗, s) :=
∞∑
j=0

(rankk Aj)sj .

Lemma 3.3. F(H∗T(An), s) = 1
(1−s2)2n

∏n
i=1(1− s2i).

Proof. We first note thatH∗T(An) is free overZ because it is a submodule of⊕
w∈Sn

H∗(BT). Let dn(k) := rankZ H2k
T (An). Then

(3.10) F(H∗T(An), s) =
∞∑

k=0

dn(k)s2k.

Forq with 0 ≤ q ≤ k+ 1, we set

F2k
q = {h ∈ H2k

T (An) | h(w) = 0 for anyw ∈
q∪

i=1

Vi}.

Then we have a filtration

H2k
T (An) = F2k

0 ⊃ F2k
1 ⊃ · · · ⊃ F2k

k ⊃ F2k
k+1 = 0
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and sincegq
r in (3.6) belongs toH2(k+1−q−r)

T (Lq) = H2(k+1−q−r)
T (An−1) as shown

in the claim andgq
r can be chosen arbitrarily, we have

rankZ F2k
q − rankZ F2k

q−1 =

k+1−q∑
r=0

dn−1(k+ 1− q− r) =
k+1−q∑

r=0

dn−1(r).

Therefore, noting (3.3), we have

(3.11) dn(k) =
min{k+1,n}∑

q=1

k+1−q∑
r=0

dn−1(r).

If we setdn−1( j) = 0 for j < 0, then an elementary computation shows that
(3.11) reduces to
(3.12)

dn(k) =


∑n

i=1 i · dn−1(k+ 1− i) if k ≤ n− 1,∑n
i=1 i · dn−1(k+ 1− i) + n

∑k+1
i=n+1 dn−1(k+ 1− i) if k ≥ n.

We shall abbreviateF(H∗T(An), s) asFn(s). Then, plugging (3.12) in (3.10),
we obtain

Fn(s) =
∞∑

k=0

(
dn−1(k) + 2dn−1(k− 1)+ ··· + ndn−1(k+ 1− n)

)
s2k

+ n
∞∑

k=n

(
dn−1(k− n) + ··· + dn−1(1)+ dn−1(0)

)
s2k

=Fn−1(s) + 2s2Fn−1(s) + ··· + ns2n−2Fn−1(s)

+ n
(
dn−1(0)s2n 1

1− s2
+ dn−1(1)s2n+2 1

1− s2
+ ···
)

=Fn−1(s)
(
1+ 2s2 + ··· + ns2n−2

)
+ n

s2n

1− s2
Fn−1(s)

=
1− s2n

(1− s2)2
Fn−1(s).

On the other hand,F1(s) = 1/(1− s2) sinceH∗T(A1) = Z[t1]. Therefore the
lemma follows. □

We abbreviate the polynomial ringZ[τ1, ···, τn, t1, ···, tn] as Z[τ, t]. The
canonical mapZ[τ, t] → H∗T(An) is a degree-preserving homomorphism
which is surjective by Lemma 3.2. Letei(τ) (resp.ei(t)) denote theith ele-
mentary symmetric polynomial inτ1, ···, τn (resp. t1, ···, tn). It easily follows
from (3.2) thatei(τ) = ei(t) for i = 1, ···,n. Therefore the canonical map
above induces a degree-preserving epimorphism

(3.13) A
∗
n := Z[τ, t]/

(
ei(τ) − ei(t) | i = 1, ...,n

)→ H∗T(An).
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We note thatA∗n is aZ[t]-module in a natural way.

Lemma 3.4.A∗n is generated by{∏n−1
p=1 τ

ip
p | ip ≤ n− p} as aZ[t]-module.

Proof. Clearly the elements
∏n−1

p=1 τ
ip
p , with no restriction on exponentsip,

generateA∗n as aZ[t]-module. Therefore, it suffices to prove thatτn−p+1
p can

be expressed as a polynomial inτ1, . . . , τp andti ’s with the exponent ofτp

less than or equal ton− p.
Let hi(t) (resp.hi(τ)) be theith complete symmetric polynomial int1, ···, tn

(resp.τ1, ···, τn) andh0(t) = e0(t) = 1. Sinceei(τ) = ei(t) for any i, we have
n∏

i=1

(1− τi x) =
n∏

i=1

(1− ti x)

wherex is an indeterminate. It follows that∑
i≥0

hi(τ1, ···, τp)x
i =

p∏
i=1

1
1− τi x

=

n∏
i=p+1

(1− τi x)
n∏

i=1

1
1− ti x

=
( n−p∑

i=0

(−1)iei(τp+1, ···, τn)x
i
)(∑

i≥0

hi(t)x
i
)
.

(3.14)

Comparing coefficients ofxn+1−p in (3.14), we have

(3.15) hn+1−p(τ1, ···, τp) =
n−p∑
i=0

(−1)iei(τp+1, ···, τn)hn+1−p−i(t)

while it easily follows from the definition ofhi that

(3.16) hn+1−p(τ1, ···, τp) = τ
n+1−p
p +

n−p∑
i=0

τip · hn+1−p−i(τ1, ···, τp−1).

By (3.15) and (3.16) we have

τn+1−p
p = −

n−p∑
i=0

τip · hn+1−p−i(τ1, ···, τp−1)

+

n−p∑
i=0

(−1)iei(τp+1, ···, τn)hn+1−p−i(t).

(3.17)

On the other hand, it follows fromei(τ) = ei(t) that
i∑

j=0

ej(τ1, ···, τp)ei− j(τp+1, ···, τn) = ei(t) for any i,
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that is,

ei(τp+1, ···, τn) = ei(t) −
i∑

j=1

ej(τ1, ···, τp)ei− j(τp+1, ···, τn) for any i.

Thus one obtains

e1(τp+1, ···, τn) = e1(t) − e1(τ1, ···, τp)

e2(τp+1, ···, τn) = e2(t) − e2(τ1, ···, τp) − e1(τ1, ···, τp)e1(τp+1, ···, τn)

= e2(t) − e2(τ1, ···, τp) − e1(τ1, ···, τp)
(
e1(t) − e1(τ1, ···, τp)

)
,

and so on. This shows thatei(τp+1, ···, τn) can be written as a linear combi-
nation of

∏p
k=1 τ

ik
k , with ik ≤ i, overZ[t]. Therefore, it follows from (3.17)

thatτn+1−p
p is written as a polynomial inτ1, ···, τp andti ’s with the exponent

of τp less than or equal ton− p. □

Now we are in a position to complete the proof of Theorem 3.1.

Proof of Theorem 3.1.If two formal power seriesa(s) =
∑∞

i=0 ai si andb(s) =∑∞
i=0 bi si with real coefficientsai andbi satisfyai ≤ bi for everyi, then we

express this asa(s) ≤ b(s).
The Hilbert series of the freeZ[t]-module generated by

∏n−1
k=1 τ

ik
k is given

by 1
(1−s2)n s2

∑n−1
k=1 ik, so it follows from Lemma 3.4 that

F(A∗n, s) ≤
1

(1− s2)n

∑
0≤ik≤n−k

s2
∑n−1

k=1 ik

and the equality above holds if and only if generators
∏n−1

p=1 τ
ip
p with ip ≤

n− p are linearly independent overZ[t]. Here the right hand side above is
equal to

1
(1− s2)n

∑
0≤ik≤n−k

( n−1∏
k=1

s2ik
)
=

1
(1− s2)n

n−1∏
k=1

( ∑
0≤ik≤n−k

s2ik
)

=
1

(1− s2)n

n−1∏
q=1

(1+ s2 + · · · + s2q)

=
1

(1− s2)2n

n∏
i=1

(1− s2i)

which agrees withF(H∗T(An), s) by Lemma 3.3. ThereforeF(A∗n, s) ≤
F(H∗T(An), s). On the other hand, the surjectivity of the map (3.13) im-
plies the opposite inequality. ThereforeF(A∗n, s) = F(H∗T(An), s). Since the
map (3.13) is surjective andF(A∗n, s) = F(H∗T(An), s), we conclude that the
map (3.13) is actually an isomorphism. This proves Theorem 3.1. □
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4. Type Cn

The argument developed in Section 3 works for the case of typeCn with
a little modification. In this section we shall state the result and mention
necessary changes in the argument.

The root systemΦ(Cn) of typeCn is given by

(4.1) Φ(Cn) = {±(ti + t j), ±(ti − t j), ±2tk | 1 ≤ i < j ≤ n, 1 ≤ k ≤ n}

and its Weyl group is the signed permutation group on±[n] := {±1, . . . ,±n},
which we denote bỹSn. Namelyw ∈ S̃n permutes elements in±[n] up
to sign. Again we use the one-line notationw = w(1)w(2) . . .w(n). The
number of elements iñSn is 2nn!.

LetCn be the labeled graph associated with the root systemΦ(Cn). It has
S̃n as vertices and two verticesw,w′ ∈ S̃n are connected by an edgeew,w′ if
and only if one of the following occurs:

(1) there is a pair{i, j} ⊂ [n] such that

(w′(i),w′( j)) = ±(w( j),w(i)) and w′(r) = w(r) for r (, i, j) ∈ [n],

(2) there is ani ∈ [n] such that

w′(i) = −w(i) and w′(r) = w(r) for r (, i) ∈ [n].

We understand

t−m := −tm for a positive integerm.

Then the edgeew,w′ is labeled bytw(i) − tw′(i) in case (1) above and by 2tw(i)

in case (2) above, and the elementsτi andti for i = 1, . . . ,n defined by

(4.2) τi(w) := tw(i) and ti(w) := ti

belong toH2
T(Cn).

If Mn is a flag manifold of typeCn, then the restriction map

H∗T(Mn)→
⊕
w∈S̃n

H∗(BT)

is injective and the image is known to be described as

Z[τ1, ···, τn, t1, ···, tn]/(ei(τ
2) − ei(t

2) | i = 1, ···,n),

whereei(τ2) (resp. ei(t2)) is the ith elementary symmetric polynomial in
τ1

2, ···, τn
2 (resp. t12, ···, tn2), see [4, Chapter 6]. So, one may expect that

H∗T(Cn) is generated byτ1, . . . , τn, t1, . . . , tn as a ring, but this is not true in
general as shown in the following example. This fact was pointed out by T.
Ikeda, L. C. Mihalcea and H. Naruse.
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Example. Taken = 2. One can check thath ∈ Map(S̃2,H∗(BT)) defined
by

h(v) =


0 if v(1) = 2, v(2) = 2 or (v(1), v(2)) = (−2,1)

−2t2(t1 − t2)(t1 + t2) if (v(1), v(2)) = (1,−2)

2t22(t1 + t2) if (v(1), v(2)) = (−1,−2)

2t1t2(t1 + t2) if (v(1), v(2)) = (−2,−1)

is an element ofH∗T(C2), see Figure 1. In fact, the elementh agrees with

1 2

1 -2

-1 2

-1 -2

2 1 2 -1

-2 1 -2 -1

2 2
2

1 2 1 2

tt1 2

t

t

-t t1 2

1

2

+

0

00

0

0

-2t  (t  -t  ) (t  +t  ) 1 2  2t  ( t  +t  )

1 2 1 22t  t  (t  +t  )

C2 h

2

2

Figure 1

1
2

(τ1 − t2)(τ2 − t2)(τ1 − τ2 + t1 + t2)

and this shows thath is not a polynomial inτ1, τ2, t1, t2 overZ.

The problem is caused by the presence of the factor 2 in the root system
(4.1) and if we work overZ[ 1

2] instead ofZ, then the argument developed
in the previous section works with a little modification and we obtain the
following.

Theorem 4.1. LetCn be the labeled graph associated with the root system
Φ(Cn) of type Cn as above. Then

H∗T(Cn)⊗Z[
1
2

] = Z[
1
2

][τ1, ···, τn, t1, ···, tn]/(ei(τ
2) − ei(t

2) | i = 1, ···, n),

where ei(τ2) (resp. ei(t2)) is the ith elementary symmetric polynomial in
τ1

2, ···, τn
2 (resp. t12, ···, tn2).

The proof of Theorem 4.1 is almost same as that of Theorem 3.1 and we
shall outline it. First we prove the following.

Lemma 4.2. H∗T(Cn)⊗Z[ 1
2] is generated byτ1, ···, τn, t1, ···, tn as a ring.

Proof. The proof goes as in Lemma 3.2. Whenn = 1,C1 has only one edge
with vertices 1 and−1, and the label of the edge is 2t1. Sinceτ1(±1) = ±t1,
it is easy to check that the lemma holds whenn = 1.
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The key step in the proof of Lemma 3.2 was that ifh ∈ H∗T(An) vanishes
onVi for i < q, then one could modifyh so that it vanishes onVi for i < q+1
by subtracting a polynomial inτi ’s andti ’s with integer coefficients fromh,
where the polynomial was of the formGq∏q−1

i=1 (τi − tn). In the case of type
Cn, we consider

V±i := {w ∈ S̃n | w(i) = ±n}
and the full labeled subgraphL±i of Cn with V±i as the vertex set, whereL+i
andL−i are both isomorphic toCn−1 for eachi = 1, . . . , n.

The same argument as in the case of typeAn−1 shows that ifh ∈ H∗T(Cn)
vanishes onV+i for i < q, then one can modifyh so that it vanishes onV+i for
i < q+ 1 by subtracting fromh a polynomial of the formGq

+

∏q−1
k=1(τk − tn)

in τi ’s andti ’s with coefficients inZ[ 1
2]. Moreover, ifh vanishes on allV+i

andV−j for j < q with someq ≥ 1, then one can modifyh so that it vanishes
on all V+i andV−j for j < q + 1 by subtracting fromh a polynomial inτi ’s

and ti ’s with coefficients inZ[ 1
2] of the form Gq

−
∏n

k=1(τk − tn)
∏q−1

l=1 (τl +
tn). Therefore we finally reach an element which vanishes on allV±i by
subtracting polynomials inτi ’s andti ’s with coefficients inZ[ 1

2] from h, and
this proves the lemma. □

It easily follows from (4.2) thatei(τ2) = ei(t2) for i = 1, ···,n. Therefore
we have a degree-preserving epimorphism

(4.3) Z[
1
2

][τ, t]/
(
ei(τ

2) − ei(t
2) | i = 1, ...,n

)→ H∗T(Cn)⊗Z[
1
2

]

and the same argument as in Lemma 3.4 proves the following.

Lemma 4.3. The left hand side in(4.3) is generated by
∏n−1

k=1 τ
ik
k with ik ≤

2(n− k) as aZ[ 1
2][ t]-module.

Then, comparing the Hilbert series of the both sides in (4.3), we see that
the map (4.3) is an isomorphism. The details are left to the reader.

5. Type Bn

In this section we treat typeBn. The root systemΦ(Bn) of typeBn is given
by

(5.1) Φ(Bn) = {±(ti + t j), ±(ti − t j), ±tk | 1 ≤ i < j ≤ n, 1 ≤ k ≤ n}
and its Weyl group is the same as that of typeCn, i.e. the signed permutation
groupS̃n.

LetBn be the labeled graph associated with the root systemΦ(Bn). This
labeled graph has the same vertices and edges asCn. Their labels are almost
same. The only difference is that the edgeew,w′ with w,w′ such thatw′(i) =
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−w(i) for somei ∈ [n] andw′(r) = w(r) for r (, i) ∈ [n] is labeled bytw(i) in
Bn while it is labeled by 2tw(i) in Cn.

We defineτi andti for i = 1, . . . ,n by (4.2). They belong toH2
T(Bn). As

remarked above, the only difference betweenBn andCn is the factor 2 in
the labels on the edgesew,w′ mentioned above. Therefore, if we work over
Z[ 1

2] instead ofZ, then the same argument as in the case of typeCn proves
the following.

Lemma 5.1.

H∗T(Bn) ⊗ Z[
1
2

] = Z[
1
2

][τ1, ···, τn, t1, ···, tn]/(ei(τ
2) − ei(t

2) | i = 1, ···,n).

The above lemma is not true without tensoring withZ[ 1
2]. We need to

introduce another family of elements to generateH∗T(Bn) as a ring. Since
ei(τ)(w) ≡ ei(t)(w) (mod 2) for anyw in S̃n, ei(τ) − ei(t) is divisible by 2
and one sees that

fi := (ei(τ) − ei(t))/2

is actually an element ofH∗T(Bn). Note thatf0 = 0 sincee0 = 1 by definition.
The purpose of this section is to prove the following.

Theorem 5.2. LetBn be the labeled graph associated with the root system
Φ(Bn) of type Bn in (5.1). Then

H∗T(Bn) = Z[τ1, ···, τn, t1, ···, tn, f1, ···, fn]/I

where I is the ideal generated by

2 fi − ei(τ) + ei(t) (i = 1, ···,n),
2k∑
j=1

(−1)j f j( f2k− j + e2k− j(t)) (k = 1, ···,n)

where fℓ = eℓ(t) = 0 for ℓ > n.

Remark. If we sett1 = · · · = tn = 0, then the right hand side of the identity
in Theorem 5.2 reduces to

Z[τ1, ···, τn, f1, ···, fn]/J

whereJ is the ideal generated by

2 fi − ei(τ) (i = 1, ···,n),
2k−1∑
j=1

(−1)j f j f2k− j + f2k (k = 1, ···,n)

where fℓ = 0 for ℓ > n, and this agrees with the ordinary cohomology ring
of the flag manifold of typeBn, see [11, Theorem 2.1].
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The idea of the proof of Theorem 5.2 is same as before but the argument
becomes more complicated because of the elementsfi ’s. We first observe
relations betweenfi ’s in H∗T(Bn) and those inH∗T(Bn−1).

Lemma 5.3. For w in S̃n with w(q) = ±n, let w′ be an element iñSn−1

represented by w(1) · · ·w(q−1)w(q+1) · · ·w(n). We denote fi in H∗T(Bn) by
f (n)
i . Then

f (n−1)
i (w′) =

{ ∑i−1
j=0 f (n)

i− j (w)(−tn) j if w(q) = n,∑i−1
j=0 f (n)

i− j (w)t j
n +
∑i

j=1 ei− j(t1, ···, tn−1)t
j
n if w(q) = −n.

Proof. We have

ei(t1, ···, tn) − ei(t1, ···, tn−1) = ei−1(t1, ···, tn−1)tn

and

ei(τ1(w), ···, τn(w)) − ei(τ1(w
′), ···, τn−1(w

′)) = ei−1(τ1(w
′), ···, τn−1(w

′))τq(w).

Therefore

f (n)
i (w) − f (n−1)

i (w′) =
1
2

(
ei(τ1(w), ···, τn(w)) − ei(t1, ···, tn)

)
−1

2

(
ei(τ1(w

′), ···, τn−1(w
′)) − ei(t1, ···, tn−1)

)
=

1
2

(
ei−1(τ1(w

′), ···, τn−1(w
′))τq(w) − ei−1(t1, ···, tn−1)tn

)
=

{
f (n−1)
i−1 (w′)tn if w(q) = n,
−( f (n−1)

i−1 (w′) + ei−1(t1, ···, tn−1)
)
tn if w(q) = −n.

Using the above identity repeatedly, we obtain the following forw with
w(q) = n:

f (n−1)
i (w′) = f (n)

i (w) − f (n−1)
i−1 (w′)tn

= f (n)
i (w) − ( f (n)

i−1(w) − f (n−1)
i−2 (w′)tn

)
tn

= f (n)
i (w) − f (n)

i−1(w)tn +
(
f (n)
i−2(w) − f (n−1)

i−3 (w′)
)
t2n

...

=

i−1∑
j=0

f (n)
i− j (w)(−tn)

j .

The casew(q) = −n can be treated in the same way. □

Lemma 5.4. H∗T(Bn) is generated byτ1, ···, τn, t1, ···, tn, f1, ···, fn as a ring.

Proof. We use induction onn as before. Whenn = 1,B1 has only one edge
with vertices 1 and−1, and the label of the edge ist1. Sinceτ1(±1) = ±t1,
it is easy to check that the lemma holds whenn = 1.
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As before, we considerV±i := {w ∈ S̃n | w(i) = ±n} and the full la-
beled subgraphL±i of Bn with V±i as the vertex set, whereL+i andL−i
are both isomorphic toBn−1 for eachi = 1, . . . ,n. If h ∈ H∗T(Bn) van-
ishes onV+i for i < q, then one can modifyh so that it vanishes onV+i for
i < q+1 by subtracting fromh an integer coefficient polynomial of the form
Gq
+

∏q−1
k=1(τk − tn) in τi ’s, ti ’s and fi ’s. In fact, we obtainGq

+ as an element
of Map(S̃n,H∗(BT)) whose restriction toL+q belongs toH∗T(L+q). SinceL+q
is isomorphic toBn−1 andH∗T(Bn−1) is generated byτi ’s, ti ’s and fi ’s by the
induction assumption, we can takeGq

+ as a polynomial inτi ’s, ti ’s and fi ’s
with integer coefficients, where we use Lemma 5.3.

If h vanishes on allV+i andV−j for j < q with someq ≥ 1, then one can
also modifyh so that it vanishes on allV+i andV−j for j < q+1 by subtracting
from h some polynomial inτi ’s, ti ’s and fi ’s with integer coefficients. How-
ever, this polynomial is not of the formGq

−
∏n

k=1(τk−tn)
∏q−1

l=1 (τl+tn) because∏n
k=1(τk − tn)(w) is divisible by 2 forw ∈ V−i . Instead of

∏n
k=1(τk − tn), we

use the following element

1
2

n∏
k=1

(τk − tn) =
1
2

n∑
k=0

(−1)n−kek(τ)tn
n−k

=
1
2

n∑
k=0

(−1)n−k(2 fk + ek(t))tn
n−k(5.2)

=

n∑
k=1

(−1)n−k fktn
n−k,

so that the polynomial which we subtract is of the form

Gq
−
(
Σn

k=1(−1)n−k fktn
n−k
) q−1∏

l=1

(τl + tn)

whereGq
− is a polynomial inτi ’s, ti ’s and fi ’s with integer coefficients. Thus

we finally reach an element which vanishes on allV±i by subtracting poly-
nomials inτi ’s, ti ’s and fi ’s with integer coefficients fromh, and this proves
the lemma. □

Lemma 5.5.
∑2k

i=1(−1)i fi( f2k−i + e2k−i(t)) = 0 for k = 1, ···,n.

Proof. Cleaely we haveei(τ2) = ei(t2) for i = 1,2, . . . , n, namely

(5.3)
n∏

i=1

(1− τi2x2) =
n∏

i=1

(1− ti
2x2).



COHOMOLOGY RING OF THE GKM GRAPH 17

Therefore

0 =

n∏
i=1

(1− τi2x2) −
n∏

i=1

(1− ti
2x2)

=
( n∑

i=0

(−1)iei(τ)x
i
)( n∑

j=0

ej(τ)x
j
)
−
( n∑

i=0

(−1)iei(t)x
i
)( n∑

j=0

ej(t)x
j
)

=
( n∑

i=0

(−1)i(2 fi + ei(t))x
i
)( n∑

j=0

(2 f j + ej(t))x
j
)
−
( n∑

i=0

(−1)iei(t)x
i
)( n∑

j=0

ej(t)x
j
)

= 4
n∑

i, j=1

(−1)i fi f j x
i+ j + 2

n∑
i, j=0

(−1)i
(
fiej(t) + f jei(t)

)
xi+ j

= 4
n∑

k=1

2k∑
i=1

(−1)i fi f2k−i x
2k + 4

n∑
k=1

2k∑
i=1

(−1)i fie2k−i(t)x
2k

where we usedf0 = 0. This implies the lemma because the coefficient of
x2k must vanish. □

We abbreviate the polynomial ringZ[τ1, ···, τn, t1, ···, tn, f1, ···, fn] asZ[τ, t, f ].
Since 2fi = ei(τ) − ei(t) by definition, it follows from Lemma 5.5 that the
canonical mapZ[τ, t, f ] → H∗T(Bn) induces a grade preserving map

(5.4) Z[τ, t, f ]/I → H∗T(Bn),

whereI is the ideal in Theorem 5.2, and it is an epimorphism by Lemma 5.4.
SinceH∗T(Bn) is a submodule of a direct sum of someZ[t]’s, H∗T(Bn) is free
overZ. In addition, its Hilbert series is given by 1

(1−s2)2n

∏n
i=1(1− s4i). This

can be shown by a similar computation to the proof of Lemma 3.3. In order
to prove that the epimorphism (5.4) is actually an isomorphism, it suffices
to verify the following Lemmas 5.6 and 5.7.

Lemma 5.6. Z[τ, t, f ]/I is free overZ.

Proof. By Lemma 5.1Z[τ, t, f ]/I ⊗Z[ 1
2] = Z[τ, t]/I ⊗Z[ 1

2] is isomorphic to
H∗T(Bn) ⊗ Z[ 1

2]. SinceH∗T(Bn) is free overZ, this means thatZ[τ, t, f ]/I has
no odd torsion and hence it suffices to show thatZ[τ, t, f ]/I has no 2-torsion.
If Z[τ, t, f ]/I has 2-torsion, then

F(Z[τ, t, f ]/I ⊗ Z/2, s) > F(H∗T(Bn) ⊗ Z/2, s);
so we will prove that

(5.5) F(Z[τ, t, f ]/I ⊗ Z/2, s) ≤ F(H∗T(Bn) ⊗ Z/2, s).

Claim. Z[τ, t, f ]/I ⊗ Z/2 is generated by elements
∏n

k=1 τ
ik
k

∏n
k=1 f jk

k , with
ik ≤ n− k and jk ≤ 1, overZ/2[t].
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We admit the claim for the moment and complete the proof of the lemma.
If the elements

∏n
k=1 τ

ik
k

∏n
k=1 f jk

k are linearly independent overZ/2[t], then
the Hilbert series ofZ[τ, t, f ]/I ⊗ Z/2 (over the fieldZ/2) is given by

1
(1− s2)n

∑
0≤ik≤n−k

∑
0≤ jk≤1

s2(
∑n

k=1 ik+
∑n

k=1 k jk),

so we have

F(Z[τ, t, f ]/I ⊗ Z/2, s) ≤ 1
(1− s2)n

∑
0≤ik≤n−k

∑
0≤ jk≤1

s2(
∑n

k=1 ik+
∑n

k=1 k jk)

=
1

(1− s2)n

( ∑
0≤ik≤n−k

n∏
k=1

s2ik
)( ∑

0≤ jk≤1

n∏
k=1

s2k jk
)

=
1

(1− s2)2n
(1− s2)n

n−1∏
i=1

(1+
i∑

j=1

s2 j)
n∏

i=1

(1+ s2i)(5.6)

=
1

(1− s2)2n

n∏
i=1

(1− s2i)
n∏

i=1

(1+ s2i)

=
1

(1− s2)2n

n∏
i=1

(1− s4i)

= F(H∗T(Bn) ⊗ Z/2, s).

This proves the desired inequality (5.5).
In the sequel it remains to show the claim above and for that it suffices to

verify the following (I) and (II):
(I) Elements

∏n
k=1 τ

ik
k

∏n
k=1 f jk

k , with ik ≤ n − k, generateZ[τ, t, f ]/I as a
Z[t]-module, in particular, they generateZ/2[τ, t, f ]/I as aZ/2[t]-module.
(II) Elementsf j1′

1 · · · f
jn′

n can be written as a linear combination off j1
1 · · · f

jn
n

with jk ≤ 1 overZ/2[t].

Proof of (I). Clearly the elements
∏n

k=1 τ
ik
k

∏n
k=1 f jk

k , with no restriction on
exponents, generateZ[τ, t, f ]/I as aZ[t]-module. We have an identity

p∏
i=1

1
1− τi x

=

n∏
i=p+1

(1− τi x)
n∏

i=1

(1+ τi x)
n∏

i=1

1
1− ti2x2

=
( n−p∑

i=0

(−1)iei(τp+1, ···, τn)x
i
)( n∑

j=0

ej(τ1, ···, τn)x
j
) ∞∑

k=0

hk(t
2)x2k(5.7)

=
( n−p∑

i=0

(−1)iei(τp+1, ···, τn)x
i
)( n∑

j=0

(2 f j + ej(t))x
j
) ∞∑

k=0

hk(t
2)x2k
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where the first equality in (5.7) follows from (5.3).
Comparing coefficients ofxn+1−p in (5.7), we have

(5.8)
hn+1−p(τ1, ···, τp) =

∑
i+ j+2k=n+1−p, j+k>0

(−1)iei(τp+1, ···, τn)(2 f j + ej(t))hk(t
2).

On the other hand, we have

i∑
j=0

ej(τ1, ···, τp)ei− j(τp+1, ···, τn) = ei(τ) = 2 fi + ei(t) for any i,

that is,

(5.9) ei(τp+1, ···, τn) = 2 fi+ei(t)−
i∑

j=1

ej(τ1, ···, τp)ei− j(τp+1, ···, τn) for any i.

Then the same argument as in the latter part of the proof of Lemma 3.4
using (5.9) shows thatei(τp+1, ···, τn) can be written as a linear combination
of
∏p

k=1 τ
ik
k

∏n
k=1 f jk

k , with ik ≤ i, overZ[t]. This fact and (5.8) together
with (3.16) show thatτn+1−p

p is a polynomial inτ1, ···, τp, ti ’s and fi ’s with
the exponent ofτp less than or equal ton − p. Therefore the elements∏n

k=1 τ
ik
k

∏n
k=1 f jk

k with ik ≤ n− k, generateZ[τ, t, f ]/I as aZ[t]-module.

Proof of (II). It follows from Lemma 5.5 that

f 2
k = (−1)k+1

(
2

k−1∑
i=1

(−1)i fi f2k−i +

2k∑
i=1

(−1)i fie2k−i(t)
)

for k = 1, . . . , n.

In Z[τ, t, f ]/I ⊗ Z/2, we can disregard 2
∑k−1

i=1 fi f2k−1; so fk
2 can be written

as a linear combination offi ’s overZ/2[t]. This proves (II) and completes
the proof of the claim. □

Lemma 5.7. F(Z[τ, t, f ]/I , s) =
1

(1− s2)2n

n∏
i=1

(1− s4i).

Proof. The epimorphism (5.4) means

(5.10) F(H∗T(Bn), s) ≤ F(Z[τ, t, f ]/I , s).

In addition, sinceZ[τ, t, f ]/I andH∗T(Bn) are free overZ,

(5.11) F(H∗T(Bn) ⊗ Z/2, s) = F(H∗T(Bn), s)

and

(5.12) F(Z[τ, t, f ]/I ⊗ Z/2, s) = F(Z[τ, t, f ]/I , s).
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It follows from (5.6), (5.10), (5.11) and (5.12) that

F(Z[τ, t, f ]/I , s) = F(H∗T(Bn), s) =
1

(1− s2)2n

n∏
i=1

(1− s4i),

proving the lemma. □

Thus the proof of Theorem 5.2 has been completed.

6. Type Dn

In this section we will treat typeDn. The root systemΦ(Dn) of type Dn

is given by

Φ(Dn) = {±(ti + t j), ±(ti − t j) | 1 ≤ i < j ≤ n}
and its Weyl group is the index two subgroupS̃+n of S̃n defined by

S̃+n := {w ∈ S̃n | the number ofi ∈ [n] with w(i) < 0 is even}.

Theorem 6.1.LetDn be the labeled graph associated with the root system
Φ(Dn) of type Dn above. Then

(6.1) H∗T(Dn) = Z[τ1, ···, τn, t1, ···, tn, f1, ···, fn−1]/I ,

where I is the ideal generated by

2 fi − ei(τ) + ei(t) (i = 1, ···, n− 1),
2k∑
j=1

(−1)j f j( f2k− j + e2k− j(t)) (k = 1, ···, n),

en(τ) − en(t),

where fℓ = 0 for ℓ ≥ n and eℓ(t) = 0 for ℓ > n.

Remark. (1) Similarly toDn, one can define a labeled graphD−n with
S̃n\S̃+n as the vertex set on which̃S+n acts. One sees thatH∗T(D−n) agrees
with the right hand side of (6.1) withen(τ) − en(t) replaced byen(τ) + en(t).

(2) If we sett1 = · · · = tn = 0, then the right hand side of the identity in
Theorem 6.1 reduces to

Z[τ1, ···, τn, f1, ···, fn−1]/J

whereJ is the ideal generated by

2 fi − ei(τ) (i = 1, ···,n− 1),
2k−1∑
j=1

(−1)j f j f2k− j + f2k (k = 1, ···,n), en(τ)

where fℓ = 0 for ℓ ≥ n, and this agrees with the ordinary cohomology ring
of the flag manifold of typeDn, see [11, Corollary 2.2].
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Outline of proof.The proof is almost same as the case of typeBn but needs
some modification. We shall list them.

(1) en(τ) = en(t) in the typeDn case since the number ofi ∈ [n] with
w(i) < 0 is even forw ∈ S̃+n . So fn = (en(τ)−en(t))/2 = 0 in the case of type
Dn.

(2) LetV±i andL±i be defined similarly to the case of typeBn. ThenL+i is
naturally isomorphic toDn−1 butL−i is not because the number ofj ∈ [n]\{i}
with w( j) < 0 is odd forw ∈ S̃+n . Therefore the induction argument as in
Lemma 3.2 does not work. To overcome this, we need to apply the induction
argument toDn andD−n simultaneously becauseL−i is isomorphic toD−n−1.
Note that if we start withD−n , thenL+i (forD−n) is isomorphic toD−n−1 while
L−i (forD−n) is isomorphic toDn−1.

(3) If h ∈ H∗T(Dn) vanishes onV+i for i < q, then one can modifyh so that
it vanishes onV+i for i < q + 1 by subtracting fromh a polynomial of the
form Gq

+

∏q−1
k=1(τk − tn) in τi ’s and ti ’s with integer coefficients. Therefore,

we may assume thath vanishes on allV+i . Thenh(w) for w ∈ V−1 is divisible
by
∏n

k=2(tw(k) − tn) =
∏n

k=2(τk − tn)(w). (Note thatw is connected to a vertex
in V+i by an edge fori > 1, but not to any vertex inV+1 . This is the reason
why i = 1 is missing in the product above.) However, sincefn = 0 (i.e.
en(τ) = en(t)) as mentioned in (1) above in the case of typeDn, it follows
from (5.2) that

(6.2) P := − 1
2tn

n∏
k=1

(τk − tn) =
n−1∑
k=1

(−1)n−1−k fit
n−1−k
n .

P is a polynomial inti ’s and fi ’s with integer coefficients, vanishes on all
V+i and takes the value

∏n
k=2(tw(k) − tn) on w ∈ V−1 . Therefore, using the

polynomialP in (6.2), one can modifyh so that it vanishes on allV+i and
V−1 by subtracting a polynomial inτi ’s andti ’s with integer coefficients. Ifh
vanishes on allV+i andV−j for j < q with someq ≥ 2, then one can modify
h so that it vanishes on allV+i andV−j for j < q+ 1 by subtracting fromh an

integer coefficient polynomial of the formGq
−P
∏q−1

l=1 (τl + tn). Therefore we
finally reach an element which vanishes on all vertices ofDn. This shows
thatH∗T(Dn) is generated byτi ’s, ti ’s and fi ’s as a ring. The same argument
shows thatH∗T(D−n) is also generated byτi ’s, ti ’s and fi ’s as a ring.

(4) A similar argument to the case of typeBn shows that the right hand
side in (6.1) is torsion free overZ and the Hilbert series of the both sides in
(6.1) coincide, in fact, they are given by1−s2n

(1−s2)2n

∏n−1
i=1 (1− s4i). The same is

true forH∗T(D−n). □
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