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Abstract

A special linear Lie group over the real number field and the quarternion field admits
a projectivley flat affine connection. We show that parabolic subgroups are autoparallel
submanifolds and give a criterion the induced connection is projectively equivalent to a
flat affine connection.

1 Introduction

An affine connection on a manifold is projectively flat if the connection is locally projectively
equivalent to a flat affine connection. Thus a flat affine connection is also projectively flat.
On any Lie group L we can consider a left invariant affine connection, however L does not
necessarily admit projectively flat affine connections. In fact any Lie group of dimension ≤ 5
admits a projectively flat affine connection (see [4]), however 6 dimensional real semisimple Lie
group such as O(3,R) × O(3,R) and SL(2,R) × SL(2,R) does not admit them (cf. [2]). We
consider the existence problem of left invariant projectively flat affine connections on Lie groups,
which is widely open. This problem is closely related to classification of prehomogeneous vector
spaces (abbrev. PVs) and left symmetric algebras (cf. [5]).

In particular from the viewpoint of submanifolds we use an projectively flat affine connection
on Lie groups with Lie algebra sl(n,R) or sl(n,H), which was constructed by Agaoka [1]. These
are the only simple Lie algebras which admit left invariant projectively flat affine connections
(see Urakawa [10], Elduque [3]). The special linear Lie algebras equipped with the projectively
flat affine connection correspond to associative algebras with identity, which was proved by
Nomizu and Pinkall [6]. Associative algerbra with identities are special classes of infinitesimal
PVs.

We remark that semisimple Lie groups do not admit flat affine connections. However on the
borel subalgebra of semisimple Lie algebra a left invariant flat affine connection was intrinsically
constructed by Takemoto and Yamaguchi [8]. In this article with respect to the connection
on special linear groups we investigate their parabolic subgroups and solvable Lie subgroups
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associated to the Langlands decomposition, and show that they are autoparallel submanifolds.
The construction of those subgroups is adapted from Tamaru [9]. In the main theorem of the
article we give a criteria that the induced affine connection is projectively equivalent to a flat
affine connection.

2 Preliminaries

Let L be a Lie group of dimension n and l its Lie algebra. Let ∇ and ∇′ be torsion-free affine
connections on L. Connections ∇ and ∇′ are projectively equivalent if there exists a 1-form λ on
L such that∇XY −∇XY = λ(X)Y +λ(Y )X for vector fieldsX and Y . A projective equivalence
class [∇] of torsion-free affine connection ∇ is called a projective structure. The connection ∇ is
affinely flat if its curvature tensor vanishes, i.e. R(X,Y )Z = ∇X∇Y Z−∇Y ∇XZ−∇[X,Y ]Z = 0.
The connection ∇ is projectivley flat if Weyl’s projective curvature tensor vanishes for n ≥ 3,
i.e. W (X,Y )Z = R(X,Y )Z+[P (X,Y )−P (Y,X)]Z− [P (Y,Z)X−P (X,Z)Y ] = 0 (cf. [7]). For
n = 2, ∇ is projectivley flat if ∇XP (Y, Z) = ∇Y P (X,Z). Here P is the (1, 1)-tensor defined
by P (X,Y ) = 1

n2−1 [nRic(X,Y ) + Ric(Y,X)]. If ∇ is left invariant projectively flat, then [∇]
is called a left invariant flat projective structure.

In [1] Agaoka defined a Lie algebra homomorphism l → sl(n+1,R) called a (P) - homomor-
phism, and established the following bijection: {Left invariant projectively flat affine connec-
tion ∇ on L} → {(P)-homomorphism f : l → sl(n+ 1,R)} via Cartan connections. Denote by
{e1, . . . , en+1} the standard basis of Rn+1 and by {X1, . . . , Xn} a basis of l. Then a Lie algebra
homomorphism f : l → sl(n + 1,R) is called a (P)-homomorphism if f(Xi)en+1 = ei + αen+1

for some α ∈ R. We can directly prove the correspondence as follows. As a result (P)-
homomorphism f corresponding to ∇ is given by

f(X) =

(
∇X − 1

n+1 tr∇XIn X

−P (X, ·) − 1
n+1 tr∇X

)
. (2.1)

Denote by f1 the (2, 1)-part of f with respect to the 2× 2 block decomposition. Put g = sl(n+
1,R) and we call f1 the g1 component of f . Then we have f1(X) = −P (X, ·). Indeed we can
see that torsion free affine connection ∇ is projectively flat iff a linear map f : l → gl(n+1,R)
defined by ( 2.1) is a Lie algebra homomorphism:

[f(X), f(Y )]Z − f([X,Y ])Z

= {[
(

∇X X
−P (X, ·) 0

)
,

(
∇Y Y

−P (Y, ·) 0

)
]−
(
∇[X,Y ] − 1

n+1 tr∇[X,Y ]In [X,Y ]

−P ([X,Y ], ·) − 1
n+1 tr∇[X,Y ]

)
}
(
Z
0

)
=

(
∇X∇Y Z − P (Y,Z)X

−P (X,∇Y Z)

)
−
(
∇Y ∇XZ − P (X,Z)X

−P (Y,∇XZ)

)
−

(
∇[X,Y ]Z − tr∇[X,Y ]

n+1 Z

−P ([X,Y ], Z)

)

=

(
W (X,Y )Z

−P (X,∇Y Z) + P (Y,∇XZ) + P ([X,Y ], Z)

)
.

Here we used the equality tr∇[X,Y ] = −trR(X,Y ) = (n + 1)[P (X,Y ) − P (Y,X)]. The second
row vanishes iff we have the Codazzi’s equation ∇XP (Y, Z) = ∇Y P (X,Z). Recall that we have
the Codazzi’s equation if the Weyl’s projective curvature vanishes. We also have the following
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equality:

[f(X), f(Y )]v − f([X,Y ])v =

(
∇XY −∇YX − [X,Y ]

−P (X,Y ) + P (Y,X) +
tr∇[X,Y ]

n+1

)
.

Thus∇ is projectively flat iff f is a Lie algebra homomorphism. This proof is a generalization
of the proof in [2], which is dealing with the case of Ricci symmetric. When∇ is Ricci symmetric,
the corresponding homomorphism f is of the form

f(X) =

(
∇X − 1

n+1 tr∇X X

− 1
n−1Ric(X, ) − 1

n+1 tr∇X

)
. (2.2)

We denote by γ(X,Y ) the normalized Ricci tensor 1
n−1Ric(X,Y ). In this case we can modify

a linear map f by

f ′(X) =

(
∇X X

−γ(X, ) 0

)
(2.3)

so that f ′ : l → gl(n + 1,R) gives again a Lie algebra representation. Conversely if f : l →

gl(n+ 1,R) is a representation of the form f(X) =

(
∇X X

f1(X, ·) 0

)
, then we have f1(X,Y ) =

f1(Y,X) = −γ(X,Y ). Thus Ricci tensor is symmetric. Moreover if ∇ is affinely flat, then Ricci
tensor vanishes and f1 = 0. Conversely if f1 = 0, then we can directly prove that ∇ is affinely
flat (cf. Theorem 3.7 of [1]).

Let {e1, . . . , en+1} be the standard basis of Rn+1. From the expression ( 2.1) of (P)-
homomorphism f : l → sl(n+ 1,R) we can easily see that f satisfies the condition f ⊗ Λ1(l⊕
R)en+1 = Rn+1. Thus f gives a representation called an infinitesimal prehomogeneous vector
space. Conversely a given PV f : l ⊕ R → gl(V ) such as dim l + 1 = dimV gives a (P)-
homomorphism as follows:

Let v be a generic point of a PV (l ⊕ R, f ⊗ Λ1, V ). Then we define a matrix P to be
(f(X1)v, · · · , f(Xn)v, v). Consider the projection gl(n + 1,R) → sl(n + 1,R) and denote its
image of f by f̄ . Then P−1f̄P gives a (P)-homomorphism l → sl(n+1,R). The g0 part of the
(P)-homomorphism P−1f̄P gives a left invariant projectively flat affine connection.

There is a unique Lie algebra representation of l called a (N)-homomorphism which is pro-
jectively equivalent to P−1f̄P (cf. [1]). This (N)-homomorphism is explicitly given by P̄−1f̄ P̄ ,
where P̄ is the matrix (f̄(X1)v, · · · , f̄(Xn)v, v). We denote P̄−1f̄ P̄ by fv. Now we introduce
an equivalence relation. We denote (g, w) ∼ (f, v) iff there exists Q ∈ GL(n + 1,R) such
that ḡ = Qf̄Q−1 and w = Qv. In [4] the author proved the correspondence between invariant
flat complex projective structures on complex Lie groups and the equivalence classes of pairs
of infinitesimal prehomogeneous vector spaces and their generic points. By considering the
correspondence over the real number fields we obtain the following one-to-one correspondence:

{Left invariant flat projective structure on L}
→ {(f, v) | (l⊕R, f ⊗ Λ1, V ⊗R) is a PV s.t. dim l + 1 = dimV }/∼.

Note that we can also directly prove the above one-to-one correspondence. Furthermore if
(f, v) ∼ (g, w), then we have fv = gw. Hence from this correspondence we can recover the
one-to-one correspondence in [1] between left invariant flat projective structures on Lie groups
and (N)-homomorphisms.

Now we state an easy but important fact.
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Proposition 2.1. Let (L,∇) be a left invariant projectively flat Lie group and S be a Lie sub-
group of L. If S is an autoparallel submanifold, then the induced left invariant affine connection
on S is projectively flat.

Proof. Denote by ∇S and RS the induced connection on S and its curvature tensor respectively.
Then we have RS(X,Y )Z = −[P (X,Y )−P (Y,X)]Z+[P (Y, Z)X−P (X,Z)Y ] for left invariant
vector fields X,Y, Z on S (cf. the appendix of [7]). Denoting by m the dimension of S, we have
RicS(X,Y ) = mP (X,Y )−P (Y,X) = 1

n2−1 [(mn− 1)Ric(X,Y )+ (m−n)Ric(Y,X)]. It follows

that PS(X,Y ) = 1
m2−1 [mRic

S(X,Y ) +RicS(Y,X)] = P (X,Y ).

Then the Weyl’s projective curvature WS of S coincides with the restriction of W , i.e.
WS(X,Y )Z =W (X,Y )Z. Hence (S,∇S) is a projectively flat Lie subgroup.

Remark 2.2. Denote by γS the normalized Ricci tensor of (S,∇S). In Proposition 2.1 if ∇ is
Ricci symmetric, then γS = γ|S .

3 projectively flat Lie subgroups

In this section let us begin by recalling the parabolic subalgebras and the Iwasawa decomposition
of semisimple Lie algebras, following [9], which the reader can consult for detail. Let g be a Lie
algebra and σ a Cartan involution. Denote by k and p an eigenspace with eigenvalue 1 and −1
respectively. Then we have the Cartan decomposition g = k ⊕ p. Let a be a maximal abelian
subspace of p, and △ be the restricted root systems of g with respect to a. Denote by g0 the
centralizer of a in g and by gα the root space of a root α. Then g is decomposed into the direct
sum of vector spaces g = g0 +

∑
α∈△ gα. Let Λ = {α1, . . . , αr} be a set of simple roots of △.

Thus < Λ >R= a∗. Denote by {H1, . . . ,Hr} the dual basis of Λ.
Let Λ′ be a proper subset of Λ. Suppose Λ \Λ′ = {αi1 , . . . , αik}. Put Z := Hi1 + · · ·+Hik .

The characteristic element Z defines the subspace g0 = g0 +
∑

α(Z)=0 gα and gk =
∑

α(Z)=k gα

for k ̸= 0. Then we obtain the gradation g =
∑

gk.
The nonnegative part qΛ′ =

∑
k≥0 g

k gives a parabolic subalgebra, which is equal to g0 +∑
α∈△,α(Z)≥0 gα. We also have qΛ′ = g0 +

∑
β∈△+∪<∧′> gβ . The Langlands decomposition is

given by qΛ′ = mΛ′ + aΛ′ + nΛ′ , where the direct summands are defined as follows:
(1) aΛ′ =< Hi1 , . . . , Hik >R,
(2) mΛ′ = g0 ⊖ aΛ′ ,
(3) nΛ′ =

∑
k>0 g

k.

Then the subalgebra sΛ′ := aΛ′ + nΛ′ of qΛ′ is solvable. Note that nΛ′ =
∑

β∈△+−<Λ′>+ gβ .
In particular when Λ′ = ∅, we have q∅ = g0 +

∑
β∈△+ gβ , which is called a minimal parabolic

subalgebra. In this case the characteristic element Z = H1 + · · · + Hr gives a Langlands
decomposition q∅ = m∅ + a∅ + n∅, where a∅ = a and n∅ =

∑
β∈△+ gβ . We also have the

decomposition g = k + a + n∅ which is called the Iwasawa decomposition. Thus the solvable
subalgebra s∅ = a+ n∅ of q∅ is same as the solvable subalgebra of g associated to the Iwasawa
decomposition. For any proper subset Λ′ ⊂ Λ we have sΛ′ ⊂ s∅.

Proposition 3.1. The solvable Lie algebra s∅ admits a flat affine connection ∇. The solvable
Lie algebra s′∧ is an autoparallel subalgebra of (s∅,∇).
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Proof. By definition s∅ = a∅ + n∅. The characteristic element Z = H1 + · · · +Hr defines the
subspace gk =

∑
α(Z)=k gα and we have n∅ =

∑
k>0 g

k. Thus n∅ is graded by positive integers.

Furthermore a∅ is abelian and preserves the gradation, i.e. [a∅, g
k] ⊂ gk. It follows that s∅

admits a flat affine connection ∇. Here we recall the construction of ∇ on s∅. If X,Y ∈ s∅,
then ∇ is given as follows:

X Y ∇XY
a a 0

gi gj j
i+j [X,Y ]

a n∅ [X,Y ]
n∅ a 0

.

Now we consider the subalgebra sΛ′ = aΛ′+nΛ′ . The two summands a∧′ and n∧′ are subalgebras
of a∅ and n∅ respectively. Thus s′∧ is an autoparallel subalgebra of (s∅,∇) from the construction
of ∇.

This proof concerning s∅ is the same as the one of Theorem 1 in [8]. Indeed when we write
α =

∑r
i=1miαi, we have α(Z) =

∑
i=1mi = |α|. Thus

∑
|α|=k gα = gk, which also shows that

n∅ =
∑

β∈△+ gβ is graded by positive integers.

Remark 3.2. The nilpotent part nΛ′ of sΛ′ also has the gradation nΛ′ =
∑

k>0 g
k defined

by the characteristic element Z := Hi1 + · · · + Hik . Hence aΛ′ + nΛ′ also has the semidirect
structure such that the adjoint action of aΛ′ on nΛ′ preserves its gradation. Hence by the same
construction we obtain the flat affine connection ∇Λ′

on s′Λ. Consequently now we have two flat

affine connections on s′Λ, one is the induced connection ∇ from (s∅,∇∅) and the other is ∇Λ′
.

These two affine connections are generally different as it is verified by the following examples.
We consider g = sl(n,K), where K = R or H. In this case a Cartan involution is given

by σ(X) = −tX when K = R and σ(X) = −tX̄ when K = H. Then the maximal abelian
subspace of p is the set of real diagonals in sl(K,R). Let λi be a linear function a → R defined
by λi(Ejj) = δij . The root system △(g, a) is given by {λi − λj (1 ≤ i ̸= j ≤ n)}. The root
space gλi−λj of the root λi − λj is KEij . Put αi = λi − λi+1. Then a set of simple roots Λ is
given by {α1, . . . , αn−1}. The centralizer g0 of a in g is given by the diagonal part of sl(n,K).

Let us consider the case g = sl(4,R). A set of simple roots is given by Λ = {α1, α2, α3}.
Denote by {H1,H2,H3} the dual basis of Λ. Put Λ′ = {α3}. Then we have aΛ′ = ⟨H1,H2⟩
and nΛ′ = gα1 + gα2 + gα1+α2 + gα2+α3 + gα1+α2+α3 . The characteristic element Z = H1 +H2

corresponding to Λ′ determines the gradation of nΛ′ = g1+g2 given by g1 = gα1 +gα2 +gα2+α3

and g2 = gα1+α2 + gα1+α2+α3 . Now we compare the two affine connections ∇∅ and ∇∧′
on s∧′ .

By the straightforward computations the only difference between two connections are described
as follows:

∇∅
E12E24 = 2

3E14, ∇∧′
E12E24 = 1

2E14,

∇∅
E24E12 = 1

3 (−E14), ∇∧′
E12E24 = 1

2 (−E14).

All the other components has the same values.

Agaoka [1], Urakawa [10] and Elduque [3] proved that simple Lie algebra g admits a left
invariant projectively flat affine connection iff g is sl(n,R) or sl(n,H). Nomizu and Pinkall
[6] also proved that these Lie algebras are the only simple Lie algebras admitting biinvariant
projectively flat equiaffine connections. In fact they showed that a Lie algebra with a biinvariant
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projectively flat affine connection gives rise to an associative algebra with identity and vice versa
which we now recall. Let A be an associative algebra with unit e. Let τ be the linear function
on A defined by τ(u) := tr(v ∈ A 7→ uv ∈ A). Denote by g the subspace {u ∈ A | τ(u) = 0}.
We regard A as a Lie algebra with the bracket [u, v] = uv − vu. Then g becomes a Lie
subalgebra of A such that A = g⊕Re. We define the left invariant affine connection ∇ on g by

∇XY = XY− τ(XY )
n+1 e. Then∇ is verified to be biinvariant. MoreoverRic(X,Y ) = −n−1

n+1τ(XY )
and thus Ricci tensor is symmetric and Weyl’s projective curvature vanishes. Consequently we
obtain a left invariant projectively flat affine connection ∇ on g.

In particular gl(n,R) and gl(n,H) are associative algebras with unit, hence we obtain the
Lie algebras equipped with left invariant projectively flat affine connections (sl(n,R),∇) and
(sl(n,H),∇). The function τ is given by τ(X) = ntrX and τ(X) = 4nRetrX respectively for
gl(n,R) and gl(n,H). Thus we have

∇XY = XY − trXY

n
In, γ(X,Y ) = − trXY

n
on sl(n,R),

∇XY = XY − RetrXY

n
In, γ(X,Y ) = −RetrXY

n
on sl(n,H).

Proposition 3.3. Parabolic subalgebras of (sl(n,R),∇) and (sl(n,H),∇) are autoparallel.

Proof. Let qΛ′ be a parabolic subalgebra of sl(n,K) where K = R or H. Denote by Z the
characteristic element determined by Λ′. We show that qΛ′ is closed under the multiplication ∇.
We consider the root space decomposition sl(n,K) = g0 +

∑
α∈△ gα. Then g0 is the diagonal

of sl(n,K) and gα = KEij for α = λi − λj . Hence from the definition of ∇ on sl(n,K) for
α ∈ △+∪ < Λ′ > obviously we have ∇g0g0 ⊂ g0, ∇gαg0 ⊂ gα, ∇g0gα ⊂ gα. Therefore it is
enough to prove ∇gαgβ ⊂

∑
γ∈△+∪<Λ′> gγ for α, β ∈ △+∪ < Λ′ >. To prove this we observe

that ∇gαgβ ⊂ gα+β for α, β ∈ △.
Firstly we consider the case β = −α. Since ∇EijEji = Eii− 1

nIn, we have ∇KEijKEji ⊂ g0.
Thus ∇gαg−α ⊂ g0.

Secondly suppose β ̸= −α. Then we have gαgβ ⊂ gα+β . This yields that ∇gαgβ ⊂ gα+β .
Therefore α + β /∈ △ iff ∇gαgβ = 0 and ∇gβ

gα = 0. On the other hand if α + β ∈ △ and
moreover α(Z) ≥ 0, β(Z) ≥ 0, then we have ∇gαgβ ⊂

∑
γ∈△,γ(Z)≥0 gγ . Consequently qΛ′ is

closed under the multiplication ∇.

Proposition 3.4. The solvable subalgebra sΛ′ is autoparallel in (sl(n,K),∇).

Proof. Obviously we have ∇aΛ′nΛ′ ⊂ nΛ′ and ∇nΛ′aΛ′ ⊂ nΛ′ . Now assume that gα, gβ ⊂ nΛ′ .
Then α+ β ̸= 0 and α+ β(Z) > 0. As we have seen in the proof of Proposition 3.3, ∇gαgβ ⊂
gα+β . Thus if α+ β /∈ △, then ∇gαgβ = 0. If α+ β ∈ △, then ∇gαgβ ⊂ gα+β ⊂ nΛ′ .

Finally we show ∇aΛ′aΛ′ ⊂ aΛ′ . The dual basis {H1, . . . , Hn−1} of {α1, . . . , αn−1} is given
by

Hi =
1

n



n− i

. . .

n− i
−i

. . .

−i


,
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where the first i components of the diagonal equal n− i and the latter n− i components equal
−i. Then from the direct calculation we have ∇HiHj = 1

n [(n − j)Hi − iHj ]. Therefore sΛ′ is
closed under the multiplication ∇.

We showed that a parabolic subalgebra qΛ′ and a solvable subalgebra sΛ′ of (sl(n,R),∇) and
(sl(n,H),∇) are autoparallel, hence on which projectively flat affine connections∇ are induced.
However the induced connections ∇ on qΛ′ and sΛ′ are not affinely flat. Indeed qΛ′ ⊃ a =<
H1, . . . , Hn−1 >R and the normalized Ricci tensor γqΛ′ of (qΛ′ ,∇) satisfies γqΛ′ (Hi,Hi) =

γ(Hi,Hi) = − (n−i)i
n2 for 1 ≤ i ≤ n − 1. Thus (qΛ′ ,∇) is not affinely flat. On the other hand

sΛ′ may not contain the whole space a, but still contains at lease one Hi. Then γsΛ′ (Hi,Hi) =
γ(Hi,Hi) and thus (sΛ′ ,∇) is also not affinely flat. However in the following we prove (sΛ′ ,∇)
is projectively equivalent to a flat affine connection. For this purpose we introduce invariants.

Two torsion-free affine connections ∇ and ∇′ on M is said to be projectively equivalent
if there exists a 1-from λ on M such that ∇XY − ∇′

XY = λ(X)Y + λ(Y )X. If both ∇ and
∇′ are left invariant affine connections on a Lie group L, then λ becomes also left invariant.
Let f and f ′ be the linear map l → sl(n + 1,R) induced by ∇ and ∇′ respectively. Then the
projective equivalence relation is interpreted as follows: ∇ is projectively equivalent to ∇′ iff

there exists ξ ∈ Rn∗ such that f ′ =

(
Im 0
−ξ 1

)−1

f

(
Im 0
−ξ 1

)
. Indeed left invariant 1-form λ

and ξ is related by ξ = (λ(X1), . . . , λ(Xn)).
Let ∇ be a left invariant projectively flat affine connection on L and f a corresponding (P)-

homomorphism. There is a useful tool called invariants to determine a projective equivalence
class of ∇ contains a flat affine connection. Let {X1, . . . , Xn} be a basis of l. Then the invariant
ϕf : Rn+1 → R corresponding to f is defined by ϕf (v) = det(f(X1)v, . . . , f(Xn)v, v). Then
the projective equivalence class [∇] contains affinely flat connection iff the invariant φ induced
by ∇ possesses a real linear factor involving xn+1, i.e. φ(v) = (a1x1 + a2x2 + · · · + anxn +
an+1xn+1)ψ(v) for some (a1, . . . , an+1)

t ∈ Rn+1 (see [2]).
Assume f : l → gl(n+1,R) is a (P)-homomorphism corresponding to ∇ on l. Suppose that

φf (v) = (a1x1 + a2x2 + · · · + anxn + an+1xn+1)ψ(v) for some (a1, . . . , an+1)
t ∈ Rn+1. Put

ξ = 1
an+1

(a1, . . . , an), Q =

(
Im 0
−ξ 1

)
and f ′ = Q−1fQ. Then we have

φf ′(v) = φf (Qv)

= (an+1xn+1)ψf (Qv).

The invariant φf ′(v) possesses a linear factor xn+1, it follows that f ′1 = 0 (cf. [2]). Hence
f ′ = Q−1fQ gives a (P)-homomorphism corresponding to a flat affine connection ∇′, which is
projectively equivalent to ∇. Now we shall prove the following:

Proposition 3.5. The induced affine connection ∇ on sΛ′ is projectively equivalent to a flat
affine connection.

Proof. By definition sΛ′ = aΛ′ + nΛ′ , where aΛ′ =< Hi1 , . . . ,Hik >R and nΛ′ =
∑

△+−<Λ′>+ .
Hence always we have nΛ′ ⊃ gα1+···+αn−1 = KE1n. According to the definition of ∇ on sl(n,K)

we have ∇E1nH
ij = EinH

ij =
−ij
n E1n, and ∇E1nKEkl = 0 for Ekl ∈ nΛ′ . Denote by m the

dimension of sΛ′ . It follows that a Lie algebra representation f : sΛ′ → gl(m+1,R) constructed
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from ∇ on sΛ′ is of the form

f(E1n) =


0

0 ...
0

− i1
n − i2

n · · · − ik
n 0 · · · 0 1

0 0 · · · 0 0 · · · 0 0

 .

Therefore the invariant φf : Rm+1 → R induced from f is calculated as follows:

φf (v) = det(f(Hi1)v, f(Hi2)v, . . . , f(Hik)v, . . . , f(E1n)v, v)

= det


∗ 0 x1
...

...
...

∗ 0 xm−1

∗ − i1
n x1 −

i2
n x2 − · · · − ik

n xk + xm+1 xm
∗ 0 xm+1


= − 1

n
(i1x1 + i2x2 + · · ·+ ikxk − nxm+1)ψ(v).

Denote by ξ a row vector− 1
n (i1, i2, . . . , ik, 0, . . . , 0) of the lengthm. Put tv := (x1, · · · , xm, xm+1)

and Q :=

(
Im 0
−ξ 1

)
. Then

Qv =


x1
...
xm

i1
n x1 +

i2
n x2 · · ·+

ik
n xk + xm+1

 .

Thus we have
φf (Qv) = xm+1 · ψ (Qv) .

Since φQ−1f̄Q(v) = φQ−1fQ(v) = φf (Qv), the (P)-homomorphism Q−1f̄Q of sΛ′ is correspond-
ing to a flat affine connection. This proves the proposition.

4 Affinely flat parabolic subgroups

Let us recall that the set Λ = {α1, . . . , αn−1} gives a set of simple roots of △(sl(n,R), a). Let
Λ′ = {αi1 , αi2 , . . . , αim} be a proper subset of Λ. Without loss of generality we can assume
i1 < i2 < · · · < im. To begin with we compute the induced affine connection ∇ on qΛ′ . Recall
that the Ricci symmetric connection ∇ on sl(n,R) is given by ∇XY = XY − trXY

n In for
X,Y ∈ sl(n,R). The straightforward computation yields the following:
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∇HkH l =
1

n
[(n− l)Hk − kH l] for k ≤ l

∇HkEij =

{
n−k
n Eij for i ≤ k

−k
n Eij for i ≥ k + 1

∇EijH
k =

{
n−k
n Eij for j ≤ k

−k
n Eij for j ≥ k + 1

∇EijEkl = δjkEil for i ̸= l

∇EijEji = −Hi−1 +Hi (H0 = Hn = 0)

γ(Hi,Hj) = − i(n− j)

n2
(i ≤ j)

γ(Hk, Eij) = 0

γ(Eij , Ekl) = −δjkδil
1

n
.

By using these data we can prove the following:

Proposition 4.1. Assume that i1 = 1, im = n − 1 and |ir − ir+1| ≤ 2 for 1 ≤ r ≤ m − 1.
Then the induced affine connection ∇ on qΛ′ is not projectively equivalent to any flat affine
connection.

Proof. From assumption we can choose a basis of qΛ as

qΛ =< H1, H2, . . . , Hn−1 | E12, E21, . . . , Eirir+1 , Eir+1ir , . . . , En−1n, Enn−1 | . . . > .

The first part is the basis of g0 = a, the second part is the basis of
∑

α∈Λ′ gα ⊕ g−α, and the
third part is the remaining basis. Let f : qΛ′ → gl(dim qΛ′ + 1,R) be a representation of the
form 2.3 corresponding to ∇. Let us describe f by matrices with respect to the decomposition
qΛ′⊕ < R >= g0 +

∑
β∈△+∪<Λ′> gβ⊕ < R >.

f(Hk)

=
1

n



n− k 0
n− k 0

. . .
...

n− k 0
−1 −2 · · · −(k − 1) n− 2k n− (k + 1) n− (k + 2) · · · 1 0 n

−k 0
−k 0

. . .
...

−k 0

0 ∗0
1
n (n− k) 2

n (n− k)· · · k−1
n (n− k) k

n (n− k) k
n{n− (k + 1)} k

n{n− (k + 2)}· · · k
n 0 0



.
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f(Eij) =
1

n



0
...
0

−n
0 n 0

0
...
0
0 0
...

...
0 0∗ ∗ 0 ∗ n
0 0
...

...
0 0

0 0 · · · 0 1 0 · · · 0 0



, f(Ekl) =
1

n



0 0 0

0
...
0∗ ∗ n
0
...
0

0 0 0



In the above Eij is belonging to
∑

β∈<Λ′> gβ and Ekl is not belonging to
∑

β∈<Λ′> gβ .
Furthermore f(Eij) has the 9 block decomposition, and the (1, 2)-part of f(Eij) is expressing
∇EijEji = −Hi−1+Hi and the (2, 3)-part is corresponding to Eij . The (3, 2)-part is expressing
−γ(Eij , Eji) =

1
n . Note that f(Eij)Eij = 0.

Denote by Ξ a row vector

(ξ1 ξ2 · · · ξn−1 | ζ12 ζ21 · · · ζirir+1
ζir+1ir · · · ξn−1n ξnn−1 | · · · )

of the length m = dim qΛ′ , whose variables are corresponding to the above basis. Denote

by P a m + 1 × m + 1 matrix

(
Im 0
−Ξ 1

)
. The g1 component of P−1f(E12)P is equal to

(· · · | 0 nξ1 + 1 · · · ) − nζ12(ξ1 ξ2 · · · ξn−1 | ζ12 ζ21 · · · ). Thus if a representation P−1fP is
corresponding to a flat affine connection, then we have ζ12 = 0 and ξ1 = − 1

n . Likewise from
the computation of P−1f(E21)P we obtain ζ21 = 0 and −nξ1 + nξ2 + 1 = 0 as the necessary
condition of P−1fP being affine flat.

Generally the g1 component of P−1f(Eirir+1)P is equal to

(· · · | · · · 0− nξir−1 + nξir + 1 · · · )
− nζirir+1(ξ1 ξ2 · · · ξn−1 | · · · ζirir+1 ζir+1ir · · · ).

Thus we obtain ζirir+1
= 0 and−nξir−1+nξir+1 = 0. From the computation of P−1f(Eir+1ir )P

we obtain ζir+1ir = 0 and −nξir + nξir+1 + 1 = 0. Combining these these equations yields the
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following:
nξ1 + 1 = 0

−nξ1 + nξ2 + 1 = 0
−nξ2 + nξ3 + 1 = 0

...
−nξn−2 + nξn−1 + 1 = 0
−nξn−1 + 1 = 0.

These equations have no common solutions. Indeed the first (n−1) equations have the common
solution ξ1 = − 1

n , ξ2 = − 2
n , . . . , ξn−1 = −n−1

n , however which contradicts the last equation.
It follows that the induced affine connection ∇ on qΛ′ is not projectively equivalent to any

flat affine connection.

The converse of Proposition 4.1 is also true.

Proposition 4.2. Assume that Λ′ ⊊ Λ does not satisfy i1 = 1, im = n− 1 and |ir − ir+1| ≤ 2
for 1 ≤ r ≤ m− 1. Then the induced affine connection ∇ on qΛ′ is projectively equivalent to a
flat affine connection.

Proof. Let us choose the basis of qΛ′ ⊕R as

qΛ′⊕ < w >= {H1,H2, . . . ,Hn−1 | E12, E21, . . . , Eirir+1 , Eir+1ir , . . . , En−1n, Enn−1 | . . . | w}.

With respect to this basis we express an element v of Rdim qΛ′+1 as (a1, . . . , an−1 | bij | z). By
using this basis we define the matrix fv to be

(f(H1)v, f(H2)v, · · · , f(Hn−1)v, | f(E12)v, f(E21)v, . . . , f(En−1n)v, f(Enn−1)v | · · · | v).

Denote by φf the invariant induced by the representation f . Then we have φf (v) = det fv.
The column vector of fv corresponding to Hk is given by

1

n



(n− k)a1
(n− k)a2
(n− k)a3

...
(n− k)ak−1

−a1 − 2a2 · · · − (k − 1)ak−1 + (n− 2k)ak + {n− (k + 1)}ak+1 + · · ·+ an−1 + nz
−kak+1

...
−kan−2

−kan−1

∗
∗
∗

1
n (n− k)a1 + · · ·+ k−1

n (n− k)ak−1 +
k
n (n− k)ak + k

n{n− (k + 1)}ak+1 + · · ·+ k
nan−1



.
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The column vectors of fv corresponding to Eij is given by

1

n



0
...
0

−nbjiHi−1

nbjiH
i

0
...
0

∗
bji



.

Note that H0 = Hn = 0. For example Enn−1-th column of fv is t(0, . . . , 0−nbn−1n | ∗ | bn−1n).
This case appears only when im = n− 1.

We set il = n + 1 if im ̸= n − 1, and put ξr = − r
n for 1 ≤ r ≤ n − 1. If im = n − 1, then

define il to be the minimum number of the set {i1, · · · , ij} such that we have |is − is+1| ≤ 2
for any is ≥ il. Set ξr = − r

n for 1 ≤ r ≤ il − 2, and ξr = n−r
n for r ≥ il − 1. Denote by Ξ

the row vector (ξ1 · · · ξn−1 0 · · · 0) of the length dim qΛ′ . Denote by P the matrix

(
Im 0
−Ξ 1

)
and by f ′ the representation P−1fP . Put z′ = −ξ1a1 + · · · − ξn−1an−1 + z. Since we have
φf ′(v) = φf (Pv), the invariant φf ′(v) is obtained by replacing z′ with z appearing in φf (v).

Let us take vectors X, Y from the basis of qΛ′⊕ < w >. Denote by φ(X,Y ) the (X,Y )
component of the matrix fPv. Likewise denote by φ(X) the row vector of the matrix corre-
sponding to X. Then even if we replace the last row φ(w) of the matrix fPv with the row
ξ1φ(H

1) + · · ·+ ξn−1φ(H
n−1) + φ(w), the determinant does not change. Now we compute the

row vector ξ1φ(H
1) + · · · + ξn−1φ(H

n−1) + φ(w). By definition of Ξ we have ξ1φ(H
1, Eij) +

· · · + ξn−1φ(H
n−1, Eij) + φ(w,Eij) = 0 for arbitrary vector Eij ∈ qΛ′ . From the definition of

the matrix P and the value of ξ we have ξ1φ(H
1, w) + · · ·+ ξn−1φ(H

n−1, w) + φ(w,w) = z.
Finally we compute the k-th column f(Hk)Pv. Suppose k ≤ il − 2. Then φ(Hk,Hk) =

(n− k)ak +
∑

k+1≤r≤il−2 nar + nz. Hence we have

ξ1φ(H
1,Hk) + · · ·+ ξn−1φ(H

n−1,Hk)

=
∑

r′≤k−1

−r
′

n
(n− k)ar′ −

k

n
[(n− k)ak +

∑
k+1≤r≤il−2

nar + nz]

+
∑

k+1≤r≤il−2

r

n
kar +

∑
il−1≤s

−n− s

n
kas

= −φ(w,Hk)− kz.

Now suppose k ≥ il − 1. Then φ(Hk,Hk) =
∑

il−1≤r′≤k−1 −nar′ + (−k)ak + nz. Hence we
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have

ξ1φ(H
1, Hk) + · · ·+ ξn−1φ(H

n−1,Hk)

=
∑

r≤il−2

− r

n
(n− k)ar +

∑
il−1≤r′≤k−1

n− r′

n
(n− k)ar′

+
n− k

n
[

∑
il−1≤r′≤k−1

−nar′ + (−k)ak + nz] +
∑

s≥k+1

−n− s

n
kas

= −φ(w,Hk) + (n− k)z.

It follows that any component of row vector ξ1φ(H
1) + · · · + ξn−1φ(H

n−1) + φ(w) of the
matrix fPv has only 0 or z multiplied by a scalar. Therefore the invariant φf ′(v) possesses a
linear factor z, which implies that affine connection ∇ on qΛ′ is projectively equivalent to a flat
affine connection.

Combining Propositions 4.1 and 4.2 we obtain the following: Let Λ′ = {αi1 , αi2 , . . . , αij} be
a proper subset of Λ. Assume that i1 < i2 < · · · < ij .

Theorem 4.3. The induced affine connection ∇ on qΛ′ is not projectively equivalent to any
flat affine connection iff we have i1 = 1, ij = n− 1 and |ir − ir+1| ≤ 2 for 1 ≤ r ≤ j − 1.

To illustrate Theorem 4.3 we consider sl(6,R). Then Λ = {α1, . . . , α5} can be expressed by
the dynkin diagram

•
α1

•
α2

•
α3

•
α4

•
α5

.

All parabolic subalgebras of sl(6,R) appearing in the theorem is exhausted by the following:

• ◦ • ◦ • , • • ◦ • • ,
• • • ◦ • , • ◦ • • • .

The first diagram is corresponding to the subset Λ′ = {α1, α3, α5}. For other parabolic subal-
gebra qΛ′ such as Λ′ = {α1}, the induced affine connection is projectively equivalent to a flat
affine connection.

On the other hand concerning sl(n,H) we have the following:

Theorem 4.4. The induced affine connection on any parabolic subalgebra of sl(n,H) is not
projectively equivalent to any flat affine connection.

Proof. A set of simple roots of sl(n,H) is given by {α1, . . . , αn−1}. Let Λ′ = {αi1 , · · · , αij} be
a proper subset of Λ. Then the parabolic subalgebra qΛ′ has the basis

{H1, . . . ,Hn−1 | iEtt, jEtt, kEtt(1 ≤ t ≤ n) | · · · }.

The induced affine connection ∇ on qΛ′ induces a Lie algebra representation f : qΛ′ → gl(m+
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1,R). By the straight forward calculation we obtain the following:

∇iEttH
k =

{
i
n (n− k)Ett for t ≤ k
i
n (−k)Ett for t ≥ k + 1,

∇iEttiEss = δts(H
t−1 −Ht),

∇iEttjEss = δtskEtt,

∇iEttkEss = δts(−j)Ett,

γ(iEtt, iEtt) =
1

n
.

These data yields the following:

f(iEtt) =
1

n



0
...
0

0 0 nHt−1 0 0 0
−nHt

0
...
0
0 0

0 ...
...

0 0
−1 −2 · · · −(t− 1) n− t n− (t+ 1) · · · 1 0 0 n

0 −njEtt 0

0 ... nkEtt

...
0 0
0

0 0 ... 0 * 0
0

0 0 −1 0 0 0



.

Denote by Ξ a row vector

(ξ1, ξ2, · · · , ξn−1 | βii, γii, ηii (1 ≤ i ≤ n), αirir+1 , βirir+1 , γirir+1 , ηirir+1 ,

αir+1,ir , βir+1,ir , γir+1,ir , ηir+1,ir (1 ≤ r ≤ j) | · · · )

of the length m = dim qΛ′ . Denote by P a (m + 1) × (m + 1) matrix

(
Im 0
−Ξ 1

)
. The g1

component of nP−1f(iEtt)P is equal to

(−βtt,−2βtt, · · · ,−(t− 1)βtt, (n− t)βtt, [n− (t+ 1)]βtt, · · · , βtt | 0, · · · , 0, nξt−1 − nξt − 1,

nηtt,−nγtt, 0 · · · 0 | · · · )− nβtt(ξ1, ξ2, · · · , ξn−1 | βtt, γtt, ηtt(1 ≤ s ≤ n) | · · · ).

Thus if a representation P−1fP is corresponding to a flat affine connection, then we must have
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(1) −nβttξt + (n− t)βtt = 0, (2) −nβ2
tt + nξt−1 − nξt − 1 = 0 for 1 ≤ t ≤ n. Here ξ0 and ξn are

equal to 0. We now consider whether these equations have a common solution or not. Let Ξ
be a solution of the equations.

Firstly suppose that β11 ̸= 0. Then from (1) with t = 1 we obtain ξ1 = n−1
n . Combining

this condition with (2) yields β2
11 = −1. This is a contradiction, hence we must have β11 = 0

and ξ1 = − 1
n .

Now we show that if we have β11 = β22 = · · · = βt−1t−1 = 0 and ξ1 = − 1
n , ξ2 =

− 2
n , · · · , ξt−1 = − t−1

n , then we must have βtt = 0 and ξt = − t
n . Suppose that βtt ̸= 0.

Then from the equation (1) −nβttξt + (n − t)βtt = 0 we obtain ξt = n−t
n . Combining this

with (2) yields β2
tt = −1, which is a contradiction. Hence we must have βtt = 0. Then by

using (2) again we obtain ξt = − t
n . It follows that by induction on 1 ≤ t ≤ n − 1 we obtain

(ξ1, ξ2, · · · , ξn−1) = (− 1
n ,−

2
n , · · · ,−

n−1
n ). Then from the equation (2) with t = n, we obtain

β2
nn = −1. Therefore there are no solutions in the real field, which gives our assertion.
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