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Abstract

We study the maximization problem on the Trudinger-Moser inequality in-
volving compact term. This study is generalization of results in [5]. We prove
that decaying speed of compact term plays a crucial role on existence and
nonexistence of maximizer.
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1. Introduction

Assume that N ≥ 2 and Ω ⊂ RN is a bounded domain. The classical
Trudinger-Moser inequality asserts that

sup
u∈W 1,N

0 (Ω)
∥∇u∥N≤1

∫
Ω

eα|u|
N

N−1
dx

{
< +∞ (α ≤ αN),

= +∞ (α > αN),

where ωN−1 is the surface area of (N − 1)-dimensional unit sphere and

αN = Nω
1

N−1

N−1. There are many results concerning this inequality so far.

The origin of this inequality is the embeddings of W 1,N
0 (Ω) by [17]. It was

shown that W 1,N
0 (Ω) is embedded continuously to the Orlicz space Lϕ∗(Ω)

where ϕ∗(t) = e|t|
N

N−1 − 1 and this embedding is sharp. After that the classi-
cal Trudinger-Moser inequality was shown by [14]. On the variational prob-
lem, the existence of a maximizer is known for any α ∈ (0, αN ]. When
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α ∈ (0, αN), we can find existence of maximizer since the Trudinger-Moser
functional is continuous with respect to weak convergence sequence in the set{
u ∈ W 1,N

0 (Ω)
∣∣∣∥∇u∥N ≤ 1

}
. On the other hand, when α = αN , the func-

tional is not continuous. Thus existence and non-existence of maximizer is
nontrivial in this case. The first result on the existence of a maximizer is
[2] in the case of a unit ball. In general bounded domain case, the existence
result was shown in 2-dimensional case by [4]. In the N -dimensional general
bounded domain case, existence of the maximizer was shown by [10]. Besides
these, some results related to existence of maximizer was obtained in [3, 13].

In RN case, the situation is different. There are many studies in this case
also, for instance [1], [6], and so on. Here, we introduce the paper only related
to the variational problems. In [9], they proved the following inequality:

sup
u∈W 1,N (RN )

∥∇u∥N+∥u∥N≤1

∫
RN

(
eα|u|

N
N−1 −

N−2∑
j=0

αj|u|
N

N−1
j

j!

)
dx

{
< +∞ (α ≤ αN),

= +∞ (α > αN).

In addition, when N ≥ 3, for α ∈ (0, αN ] existence of maximizer was proved
by [9, 8]. However, when N = 2, not only existence results by [15, 8] but
also non-existence result was shown depending on α by [8]. Specifically, it
was shown that a maximizer exists when α ∈ (α∗, α2) for some constant α∗,
and maximizer does not exist when α is sufficiently small. The cause is lack
of compactness by vanishing phenomenon of bounded sequences.

In bounded domain case also, non-existence results for the Trudinger-
Moser functional with perturbations exist. In two dimensional case, [16, 5, 7]
investigated the maximization problem on the following

sup
u∈H1

0 (Ω)

∥∇u∥22≤α2

∫
Ω

(1 + g(u))eu
2

dx

and they clarified the form of g on the borderline of existence and nonexis-
tence of a maximizer. In [16], the author studied two speeds on a blowing up
sequence. One is the speed of remainder which comes from the concentra-
tion around the origin, and another one is that of vanishing on the annular
region. Then the optimal nonlinearity on the behavior of g is shown taking
these two speeds into account. In [7], they studied the unit ball case. They
focus only on the concentration phenomena by using a cut off function and
showed the optimal growth of g more strictly. In addition, they also studied
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the variational problem on the inequality in [6]. The variational problem on
Adimurthi-Druet type was also studied by [12] and non-existence result was
obtained. In [5], the author studied the following variational problem

C(λ, f) := sup
u∈H1

0 (B)
∥∇u∥2≤1

∫
B

(
eα2u2 − λ|u|p

)
dx,

where λ is a positive constant and p ≥ 1. This is the case of g(s) =

−λ|s|p/(αp/22 es
2
). However, since this perturbation decays rapidly as s →

+∞ this situation is different from that in [16, 7] essentially. Before the
studies by [5], existence result obtained by [3] for p = 2 and λ < α2. As
the extended results due to [5], a maximizer exists for p > 2, λ > 0 or for
p ∈ [1, 2], sufficiently small λ, and maximizer does not exist for p ∈ [1.2]
and large λ. On this results, the crucial property is the speed of decaying of
Lebesgue term | · |p. Thus, in this paper, we focus on this decaying speed in
more detail.

We study the maximization problem

C(λ, f) := sup
u∈H1

0 (B)
∥∇u∥2≤1

∫
B

(
eα2u2 − λf(|u|)

)
dx,

where f ∈ C ([0,+∞), [0,+∞)) satisfies

f(0) = 0, and f(s) ≤ Keαs
2

(s > S) for some K,S > 0 and α ∈ (0, α2).
(1)

Throughout this paper,X denotes the set of all functions in C ([0,+∞), [0,+∞))
satisfying (1). We set (I), (II), XI , XII as follows

(I) There is a maximizer for any λ > 0.

(II) There exists a threshold λ∗ = λ∗(f) such that if λ ∈ (0, λ∗) a maximizer
exists, and if λ > λ∗ maximizer does not exist.

XI := {f ∈ X|(I) holds.} , XII := {f ∈ X|(II) holds.}
We will show that XI ∩ XII = ∅ and XI ∪ XII = X in the section 2. Our
purpose of this paper is to clarify conditions of f ∈ XI and f ∈ XII by using
only decaying speed of f as s→ 0.

Remark 1.1. The second condition in (1) guarantees the compactness of f ,
that is if un satisfies ∥∇un∥2 ≤ 1 and un ⇀ u0 weakly in H1

0 (B), then∫
B
f(un)dx→

∫
B
f(u0)dx.
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The main theorem is as follows.

Theorem 1.1. (i) f ∈ XI if there exists g ∈ X ∩ C1 such that

f(s) ≤ g(s) for any s ∈ [0,+∞), and lim
s→0

g′(s)

s
= 0. (2)

(ii) f ∈ XII if f ∈ X satisfies as follows:
There exist positive constants c1 such that

lim
s→0

f(s)

s2
≥ c1,

and for any sufficiently small ε > 0,

inf
s≥ε

f(s) = f(ε) > 0.

(iii) Assume that f ∈ XII and f satisfies

f(s) = s2 for s ∈ [0, s1), s1 > 0,

or

f ∈ C1 and lim
s→0

f ′(s)

s
= 1,

then λ∗(f) ≥ α2 + 2e|B|.
(iv) Assume that f ∈ XII ∩ C1, and

lim
s→0

f ′(s)

s
= +∞.

Then C(λ∗, f) is attained.

This theorem is extended results in [5]. Indeed, |s|p satisfies the condition
of the part (i) for p > 2, and the part (ii) for p ∈ [1, 2]. We note that if
we consider the elliptic equation corresponding to the variational problem
C(λ, f), f should be C1. Since this theorem is the argument on only the
maximization problem, the function space X needs not to be differentiable.
As in the section 3 and 4, we need the differentiability of f only in the typical
case. The proof of this theorem is based on the techniques in [5]. However,
in order to complete the proof, we need some preparations which will be
introduced in the section 2.
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Remark 1.2. The part (i) of Theorem 1.1 does not need the positivity of f .
Indeed, we can prove the same result for any f ∈ C ([0,+∞),R) such that

f(0) = 0, |f(s)| ≤ Keαs
2

(s > S) for some K,S > 0 and α ∈ (0, α2), (3)

and (2). However, in this case, there is the possibility of X̃I ∪ X̃II ̸= X̃,

where X̃ = {f ∈ C ([0,+∞),R)|f satisfies (3).}, X̃I :=
{
f ∈ X̃

∣∣∣(I) holds.},
and X̃II :=

{
f ∈ X̃

∣∣∣(II) holds.}.
This paper is organized as follows. In Section 2, we prepare some lemmas

and propositions to prove the main theorem. In Section 3 we prove the part
(i). We will use the blow up analysis. In Section 4, we prove the part (ii).
Also in this section, we will use the blow up analysis, but this techniques are
a little bit different from Section 3 since we consider the case of λ → +∞.
In Section 5, we prove the part (iii) and (iv). The strategies are based on
Section 3 and 4.

2. Preliminaries

First, we fix some notations. The Lq(B)-norm is written as ∥ · ∥q. For
simplicity, sometimes we write function v(r) as the radially symmetric func-
tion v(x) by supposing that r = |x|. For a function v, we define v+ and v− as
v+ := max{v, 0} and v− := min{v, 0}. Unless otherwise stated, we assume
that f ∈ X.

We prepare some lemmas and propositions to prove Theorem 1.1. We set

Crad(λ, f) = sup
u∈H1

0,rad(B)

∥∇u∥2≤1

∫
B

(
eα2u2 − λf(|u|)

)
dx,

where H1
0,rad(B) is the set of radially symmetric functions in H1

0 (B). By the
symmetrization of function in H1

0 (B), we can see that C(λ, f) = Crad(λ, f)
and existence of maximizer of C(λ, f) is equivalent to existence of maximizer
of Crad(λ, f).

We take a sequence {un} satisfying

{un} ⊂ H1
0,rad(B), ∥∇un∥2 ≤ 1, un ⇀ 0 weakly in H1

0 (B)

lim
n→∞

∥∇un∥2 → 1, lim
n→∞

∥∇un∥L2(B\Bε) = 0 for any ε > 0.

We call {un} satisfying the above conditions a normalized concentrating se-
quence. Then we have the following upper bound:
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Proposition 2.1 ([2]). For any normalized concentrating sequence {un}, we
have

lim sup
n→∞

∫
B

eα2u2ndx ≤ (1 + e)|B|.

Proposition 2.2 ([3]). There exists a normalized concentrating sequence
{yn} such that

lim
n→∞

∫
B

eα2y2ndx = (1 + e)|B|.

More precisely, for sufficiently large n, yn satisfies∫
B

eα2y2ndx = (1 + e)|B|+ εn,

where εn is a positive constant such that εn → 0 as n→ ∞.

The following lemma follows from the definition of X, C(λ, f) and Propo-
sition 2.2.

Lemma 2.3. (i) C(λ, f) is continuous and non-increasing with respect to
λ.

(ii) It follows that C(λ, f) ≥ (1 + e)|B| for any λ and f ∈ X.

Proposition 2.4. Assume that f is C1. For any t ∈ [0, 1), we have

sup
u∈H1

0 (B)
∥∇u∥2≤t

∫
B

(
eα2u2 − λf(|u|)

)
dx < C(λ, f).

Proof. Set

Ct(λ, f) = sup
u∈H1

0 (B)
∥∇u∥2≤t

∫
B

(
eα2u2 − λf(|u|)

)
dx

and assume that Ct(λ, f) = C(λ, f). By the part (ii) of Lemma 2.3, we can
see that 0 is not maximizer. We take a maximizing sequence {un} ⊂ H1

0 (B),
that is,

∥∇un∥2 ≤ t, lim
n→∞

∫
B

(
eα2u2n − λf(|un|)

)
dx = C(λ, f).
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Then we have un ⇀ u0 weakly in H1
0 (B) and ∥∇u0∥2 = t̃ ≤ t. Moreover,

by the compactness of the Trudinger-Moser functional and the functional∫
B
f(| · |)dx, it follows that∫

B

(
eα2u20 − λf(|u0|)

)
dx = lim

n→∞

∫
B

(
eα2u2n − λf(|un|)

)
dx = C(λ, f).

In addition, we may assume that u0 > 0 and that u0 ∈ H1
0,rad(B) by the

symmetrization. Since u0 is also a maximizer of

sup
u∈H1

0 (B)

∥∇u∥2=t̃

∫
B

(
eα2u2 − λf(|u|)

)
dx,

there exists the Lagrange multiplier M such that

M

∫
B

∇u0∇ϕdx−
∫
B

(
2α2u0e

α2u20 − λf ′(u0)
)
ϕdx = 0 (4)

for any ϕ ∈ H1
0 (B). On the other hand, for s ∈ [0, 1/t̃] we set

H(s) :=

∫
B

[
eα2(su0)2 − λf(s|u0|)

]
dx.

Then since H ′(s)|s=1 = 0 we have∫
B

(
2α2u

2
0e
α2u20 − |u0|f ′(|u0|)

)
dx = 0,

and hence M = 0. From this and (4), it follows that∫
B

(
2α2u0e

α2u20 − λf ′(|u0|)
)
ϕdx = 0

for any ϕ ∈ H1
0 (B). Hence

2α2u0e
α2u20 − λf ′(|u0|) = 0

for any x ∈ B \ {0} since u0 is continuous in any annular domain due to
u0 ∈ H1

0,rad(B). Thus from f(0) = 0 it follows that λf(|s|) = eα2s2 − 1 for

s ∈ [0, ∥u0∥∞]. However, if λf(|s|) = eα2s2 − 1 for s ∈ [0, ∥u0∥∞], it follows
that

(1 + e)|B| ≤ C(λ, f) = Ct(λ, f) =

∫
B

(
eα2u20 − λf(u0)

)
dx = |B|,

which is a contradiction by the part (ii) of Lemma 2.3 again.
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Lemma 2.5. (i) If C(λ, f) > (1+e)|B|, then maximizer of C(λ, f) exists.

(ii) If there exists λ∗ such that C(λ∗, f) = (1 + e)|B|, then for λ > λ∗
maximizer does not exist.

Proof. We prove (i). Assume that {un} is a maximizing sequence of C(λ, f),
namely, {un} satisfies

{un} ⊂ H1
0,rad(B), ∥∇un∥2 ≤ 1, lim

n→∞

∫
B

(
eα2u2n − λf(|un|)

)
dx = C(λ, f).

Since {un} is bounded sequence, there exists u0 such that up to a subse-
quence un ⇀ u0 weakly in H1

0 (B), and ∥∇u0∥2 ≤ 1. By the assumption
and Proposition 2.1, we can see that {un} is not normalized concentrating
sequence. Therefore by the theorem in [11] we have

lim
n→∞

∫
B

(
eα2u2n − λf(|un|)

)
dx =

∫
B

(
eα2u20 − λf(|un|)

)
dx.

Consequently u0 is the maximizer.
We prove (ii). Assume that λ > λ∗ and uλ ∈ H1

0,rad(B) is a maximizer of
C(λ, f). Then we have

(1 + e)|B| ≤ C(λ, f) =

∫
B

(
eα2u2λ − λf(|uλ|)

)
dx

<

∫
B

(
eα2u2λ − λ∗f(|uλ|)

)
dx ≤ C(λ∗, f) = (1 + e)|B|.

This is a contradiction.

The next lemma follows from the monotonicity of C(λ, f) on f .

Lemma 2.6. Assume that f1 ∈ XI . Then for any f ∈ X satisfying f(s) ≤
f1(s) for all s ∈ [0,+∞), f ∈ XI . On the other hand, assume that f2 ∈ XII .
Then for any f ∈ X satisfying f(s) ≥ f2(s) for all s ∈ [0,+∞), f ∈ XII .

Proposition 2.7. It follows that XI ∩XII = ∅ and XI ∪XII = X.

Proof. The first assertion follows from the definitions of XI and XII . Assume
that f ̸∈ XI . This implies the existence of Λ such that C(Λ, f) is not attained.
By the part (ii) of Lemma 2.3 and the part (i) of Lemma 2.5 it follows that
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C(Λ, f) = (1 + e)|B|. Thus by the part (ii) of Lemma 2.5 C(λ, f) is not
attained for any λ > Λ. We set

λ∗ := inf {λ > 0|C(λ, f) = (1 + e)|B|} .
By this definition, for λ < λ∗, C(λ, f) > (1 + e)|B| and C(λ, f) is attained.
On the other hand, as we confirmed that, for λ > λ∗, C(λ, f) = (1 + e)|B|
and C(λ, f) is not attained. Therefore f ∈ XII .

3. Proof of Theorem 1 (i)

In this section, we prove the part (i) of Theorem 1.1. The strategies is
based on [5].

We assume that for f ∈ X there is g ∈ X ∩C1 satisfying (2). By Lemma
2.6, we only have to prove that g ∈ XI . We may assume that

g(s) = K1e
αs2 (s > S), sup

s∈[0,S]
|g′(s)| ≤ K2. (5)

for some K1, K2, S > 0 and α ∈ (α, α2). Fix λ > 0 and assume that un ∈
H1

0 (B) is a maximizer of

Cn(λ, g) := sup
u∈H1

0 (B)
∥∇u∥2≤1

∫
B

(
eαnu2 − λg(|u|)

)
dx,

where αn is a sequence of real numbers such that αn ↗ α2 as n→ ∞. Since
Cn(λ, g) → C(λ, g) as n→ ∞, we have

C(λ, g) = lim
n→∞

∫
B

(
eαnu2n − λg(|un|)

)
dx.

In addition, since un is a bounded sequence, we have un ⇀ u0 weakly in
H1

0 (B) up to a subsequence. We will show the following proposition.

Proposition 3.1. If un ⇀ 0 weakly in H1
0 (B) as n→ ∞, then we have

∥∇un∥22 ≥
α2

αn

(
1 +

1 + α2(2e|B|)−1

α2
2

1

∥un∥4∞

)
+ o(∥un∥−4

∞ ).

By this proposition, if un ⇀ 0 weakly in H1
0 (B) holds, this is in contra-

diction to the constraint of Cn(λ, g). Thus there is u0 ∈ H1
0 (B) such that

un ⇀ u0 weakly in H1
0 (B). Consequently

lim
n→∞

∫
B

(
eαnu2n − λg(|un|)

)
dx =

∫
B

(
eα2u20 − λg(|u0|)

)
dx,

and u0 is a maximizer.
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3.1. Preliminaries of the proof of Proposition 3.1

We prepare to prove Proposition 3.1. We note that αn is a sequence with
αn ↗ α2 and that un ∈ H1

0 (B) is a maximizer of Cn(λ, g) again. By the
symmetrization and similar result to Proposition 2.4, we have

∥∇un∥2 = 1, un ∈ H1
0,rad(B), un > 0, and

∂un
∂r

≤ 0.

Concerning g, we recall Remark 1.2.
Assume that un ⇀ 0 weakly in H1

0 (B). By the embedding theorem, we
have

un(x) → 0 in B \ {0}.

Moreover, by the part (ii) of Lemma 2.3 we have

(1 + e)|B| ≤ lim
n→∞

∫
B

(
eαnu2n − λg(un)

)
dx,

and this implies that

sup
x∈B

un(x) = un(0) → +∞.

By the Lagrange multiplier theorem, un is a solution of{
−∆u = αn

Mn

(
ueαnu2 − λ

2α2
g′(u)

)
, u > 0, in B,

u = 0 on ∂B,

where

Mn := αn

∫
B

(
u2ne

αnu2n − λ

2α2

ung
′(un)

)
dx.

By setting vn := α
1/2
n un, vn satisfies−∆vn = αn

Mn

(
vne

v2n − λ

2α
1/2
2

g′(α
−1/2
n vn)

)
, vn > 0, in B,

vn = 0 on ∂B,
(6)

and

∥∇vn∥22 = αn, Mn =

∫
B

(
v2ne

v2n − λ

2α
1/2
n

vng
′(α−1/2

n vn)

)
dx.
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By the elliptic regularity theory if follows that vn ∈ C2(B). In addition, we
note that limn→∞ vn = 0 in B \ {0} and limn→∞ vn(0) = +∞. We can also
find that

∥∇vn∥22 =
αn
Mn

∫
B

(
v2ne

v2n − λ

2α
1/2
2

vng
′(α−1/2

n vn)

)
dx.

We will study these two terms in the right hand side. By obtaining Proposi-
tion 3.2 in the subsection 3.2 and Proposition 3.12 in the subsection 3.3 we
complete the proof.

For simplicity, we set

cn := vn(0) = sup
x∈B

vn(x).

3.2. Estimate of the compact term

We focus on proving the following proposition:

Proposition 3.2. It follows that

α
1/2
n

2Mn

λ

∫
B

vng
′(α−1/2

n vn)dx = o(c−4
n )

as n→ ∞.

Proof of Proposition 3.2.

Lemma 3.3. We have

lim
n→∞

∫
B

ev
2
ndx = (1 + e)|B|, (7)

and

lim
n→∞

∫
B

vng
′(α−1/2

n vn)dx = 0. (8)

Proof. We show that

lim
n→∞

∫
B

eαnu2ndx = (1 + e)|B|,

and

lim
n→∞

∫
B

α1/2
n ung

′(un)dx = 0.
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As we confirmed that in Subsection 3,1, un is a normalized concentrating
sequence. Thus by Proposition 2.1, we have

(1 + e)|B| ≤ lim inf
n→∞

∫
B

(
eαnu2n − λg(un)

)
dx

≤ lim inf
n→∞

∫
B

eαnu2ndx

≤ lim sup
n→∞

∫
B

eαnu2ndx

≤ (1 + e)|B|.

The following estimate comes from (5) and the compactness of the embedding
H1

0 (B) into Lq(B) for any q ≥ 1. This yields the second claim.∣∣∣∣ ∫
B

ung
′(un)dx

∣∣∣∣ ≤ K2

∫
B

undx+K1

∫
B

2αu2ne
αu2ndx

≤ K2

∫
B

undx+ 2K1α

(∫
B

u
2

α2
α2−α
n dx

)1− α
α2

(∫
B

eα2u2ndx

) α
α2

≤ K2

∫
B

undx+ 2K1α[C(0, g)]
α
α2

(∫
B

u
2

α2
α2−α
n dx

)1− α
α2

.

Lemma 3.4. It follows that

lim inf
n→∞

Mn > 0.

Proof. By the part (ii) of Lemma 2.3 and (8) we have

(1 + e)|B| ≤
∫
B

(
eαnu2n − λg(un)

)
dx

≤
∫
[un≤1]

eαnu2ndx+

∫
[un>1]

eα2u2ndx+ o(1)

≤ |B|+
∫
B

u2ne
αnu2ndx+ o(1)

= |B|+ 1

αn

∫
B

(
v2ne

v2n − λ

2α
1/2
n

vng
′(α−1/2

n vn)

)
dx+ o(1)

≤ |B|+ Mn

αn
+ o(1).
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Hence for sufficiently large n we have

Mn ≥ e|B|.

Lemma 3.5. For sufficiently large n, we have

Mn ≤ c2n ((1 + e)|B|+ o(1)) .

Proof. By Lemma 3.3, we have

Mn =

∫
B

(
v2ne

v2n − λ

2α
1/2
n

vng
′(α−1/2

n vn)

)
dx

≤ c2n

∫
B

ev
2
ndx+ o(1)

= c2n ((1 + e)|B|+ o(1)) .

We set

rn :=

√
Mn√
πcn

e−
c2n
2 ,

and {
ϕn(y) := cn(vn(rny)− cn),

ψn(y) := c−1
n vn(rny).

Note that rn = O(e−c
2
n/2) by Lemma 3.5. Then, from (6) we have

−∆ϕn = 4

[
ψne

ϕn(1+ψn) − 1

2α
1/2
2

c−1
n e−c

2
nλg′(α−1/2

n cnψn)

]
in B1/rn , (9)

−∆ψn =
4

c2n

[
ψne

c2n(ψ
2
n−1) − 1

2α
1/2
2

c−1
n e−c

2
nλg′(α−1/2

n cnψn)

]
in B1/rn . (10)

For sufficient large n since (5) and ψn ≤ 1 we have

|g′(α−1/2
n cnψn)| ≤ O(cne

α
αn

c2n) = o(ec
2
n).

13



Thus we can use the elliptic regularity theory in (10). We have

ψn → 1 in C2
loc(R2).

Moreover, in (9), by the elliptic regularity theory we have

ϕn → ϕ∞ = − log(1 + |x|2) in C2
loc(R2),

−∆ϕ∞ = 4e2ϕ∞ in R2.

For a constant ρ > 1 we set

vn,ρ := min

{
cn
ρ
, vn

}
.

Lemma 3.6.

lim
n→∞

∫
B

|∇vn,ρ|2dx =
α2

ρ

We estimate the growth rate of Mn explicitly. We refer the techniques of
the proof of Lemma 3.3 in [9] and the proof of Lemma 3.6 in [18]).

Lemma 3.7. We have

lim inf
n→∞

Mn

c2n
≥ e|B|.

Proof. For any fixed ρ > 1, by (8) and Lemma 3.6 we have∫
B

ev
2
ndx =

∫
[vn<cn/ρ]

ev
2
ndx+

∫
[vn≥cn/ρ]

ev
2
ndx

≤
∫
B

ev
2
k,ρ +

ρ2

c2n

∫
B

v2ne
v2ndx

= |B|+ o(1) +
ρ2

c2n

(
Mn +

λ

2α
1/2
n

∫
B

vng
′(α−1/2

n vn)dx

)
= |B|+ ρ2

c2n
Mn + o(1).

The left hand side is (1+ e)|B|+ o(1) by (7). Hence we obtain the inequality
of the lemma.

Lemma 3.8. For any ϕ ∈ C∞(B) we have

lim
n→∞

1

Mn

∫
B

cnvne
v2nϕdx = ϕ(0).

14



We can prove this lemma in the same way as the proof of similar lemma
in the previous works (for example, the proof of Lemma 3.6 in [9] and the
proof of Lemma 3.9 in [18]).

Proposition 3.9. We have

lim
n→∞

Mn

c2n
= e|B|.

Proof. By Lemma 3.7 we only have to show

lim sup
n→∞

Mn

c2n
≤ e|B|.

Since limn→∞ vn = 0 in B \ {0}, for any ε > 0 we have∫
Bε

ev
2
ndx = |Bε|+ e|B|+ o(1).

We take ϕε ∈ C∞(B) such that

ϕε(0) = 1, ϕε ≤ 1 in Bε, suppϕε ⊂ Bε.

Then it follows that

|Bε|+ e|B|+ o(1) =

∫
Bε

ev
2
ndx ≥ Mn

c2n

(
1

Mn

∫
B

cnvne
v2nϕεdx

)
.

By Lemma 3.8 we have

|Bε|+ e|B| ≥ lim sup
n→∞

Mn

c2n
.

Consequently, we finish the proof.

The following lemma follows from (5) and Proposition 3.9.

Lemma 3.10. For any ϕ ∈ C∞(B) we have

lim
n→∞

1

Mn

∫
B

cng
′(α−1/2

n vn)ϕdx = 0.

Proposition 3.11. For any q ∈ [1,∞), there exists a positive constant C(q)
such that for sufficiently large n we have∫

B

vqndx =
C(q) + o(1)

cqn
.

15



Proof. We consider the equation:−∆(cnvn) =
αn

Mn

[
(cnvn)e

v2n − λ

2α
1/2
2

cng
′(α

−1/2
n vn)

]
in B,

vn = 0 on ∂B.

By Lemma 3.8 and Lemma 3.10 it follows that

−
∫
B

(∆cnvn)−dx =
αn
Mλ

∫
[∆cnvn≤0]

(
cnvne

v2n − λ

2α
1/2
2

cng
′(α−1/2

n vn)

)
dx

≤ αn
Mn

∫
B

cnvne
v2ndx+ o(1)

= α2 + o(1),

and ∫
B

(∆cnvn)+dx =

∫
B

(∆cnvn)dx−
∫
B

(∆cnvn)−dx

≤ cn

∫
∂B

∂vn
∂ν

dσ + α2 + o(1)

≤ α2 + o(1),

Thus we have
∫
B
|∆cλvn|dx < 2α2 + o(1) and hence there exists w ∈

W 2,1(B) such that

cnvn ⇀ w weakly in W 2,1
0 (B).

From this,

cnvn ⇀ w weakly in W 1,γ
0 (B) for any γ ∈ [1, 2)

and hence ∫
B

(cnvn)
qdx→

∫
B

wqdx for any q ∈ [1,∞). (11)

Moreover, by Lemma 3.8 and Lemma 3.10 w satisfies{
−∆w = α2δ0 in B,

w = 0 on ∂B.

16



Thus w is concretely written as follows

w = α2ω
−1
1 log

1

|x|
. (12)

Thus from (11) and (12) we have∫
B

vqndx =
1

cqn

(∫
B

α2ω
−1
1 log

1

|x|
dx+ o(1)

)
.

In order to complete the proof of Proposition 3.2 we prove∫
B

vng
′(α−1/2

n vn)dx = o(c−2
n ). (13)

By (2), for any ε > 0 there exists δ1 > 0 such that for any δ ≤ δ1 we have

|g′(δ)| ≤ εδ.

In addition, by the properties of vn there exists rε such that

α−1/2
n vn(x) ≤ δ1 for x ∈ B \Brε , rε → 0 as n→ ∞.

Thus we have

|g′(α−1/2
n vn(x))| ≤ εα−1/2

n vn(x) for x ∈ B \Brε , rε → 0 as n→ ∞.

Hence∣∣∣∣ ∫
B\Brε

vng
′(α−1/2

n vn)dx

∣∣∣∣ ≤ α−1/2
n ε

∫
B

v2ndx =
ε

c2n
α−1/2
n (C(2) + o(1)) , (14)

where we used (11) and (12). On the other hand, since (5) there exists
K3 = K3(ε) such that

|g′(α−1/2
n vn(x))| ≤ K3vn(x)e

α
αn

v2n(x) for x ∈ Brε

Thus since rε → 0 we have∣∣∣∣ ∫
Brε

vng
′(α−1/2

n vn)dx

∣∣∣∣ ≤ K3

∫
Brε

v2ne
α
αn

v2ndx

= K3

(∫
Brε

v
2 αn
αn−α

n

)1− α
αn

[C(0, g)]
α
αn

= o(c−2
n )

By combining this and (14), we finish to prove (13). Consequently, we com-
plete the proof of Proposition 3.2.
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3.3. Estimate of the exponential term

In this subsection, we focus on proving the following proposition:

Proposition 3.12. It follows that

αn
Mn

∫
B

v2ne
v2ndx ≥ 4π +

(
4π +

8π

e

)
1

c4n
+ o(c−4

n ),

Proof of Proposition 3.12. For any κn > 0 such that κn → 0 as n → ∞, we
have

αn
Mn

∫
B\Bκn

v2ne
v2ndx ≥ αn

Mn

∫
B\Bκn

v2ndx =
α2

∫
B
(cnvn)

2dx+ o(1)

(e|B|+ o(1))c4n
=

α2
2

2e|B| + o(1)

c4n
.

(15)
We go back to the equation (6). Recall that as follows:
The function ϕn is defined by ϕn(y) := cn(vn(rny)− cn) and ϕn satisfies

−∆yϕn = 4

(
1 +

ϕn
c2n

)
e
ϕn

(
2+ϕn

c2n

)
− 2

α
1/2
n

c−1
n e−c

2
nλg′

(
α
− 1

2
n cn

(
1 +

ϕn
c2n

))
inB1/rn .

We change the notation of the variable y into x again. Then ϕn → ϕ∞ :=
− log(1 + |x|2) in C2

loc(R2) and ϕ∞ satisfies

−∆ϕ∞ = 4e2ϕ∞ in R2.

For sufficiently large n, we recall that∣∣∣∣g′(α− 1
2

n

(
1 +

ϕn
c2n

)) ∣∣∣∣≤ O(cne
α
αn

c2n),

and thus

c−1
n e−c

2
ng′
(
α
− 1

2
n

(
1 +

ϕn
c2n

))
= O(e−Ac

2
n) for some A > 0.

By using this estimate and the strategy in [13] (the proof of Theorem 1) we
get the following

Proposition 3.13. Given a sequence {Rn} with Rn ∈ [cqn, e
cn ] for some

q > 2, we have

αn
Mn

∫
BRnrn

v2ne
v2ndx = 4π +

4π

c4n
+ o(c−4

n ). (16)

Combining (15) and (16) we obtain the estimate of the proposition.
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3.4. Proof of Proposition 3.1 completed

Recall that vn = α
1/2
n un. Proposition 3.2 and Proposition 3.12 yield

Proposition 3.1.

4. Proof of Theorem 1.1. (ii)

In this section, we prove the part (ii) of Theorem 1.1. We define the
function g1 and g2 as

g1(s) :=

{
s (s ∈ [0, 1]),

2− 1
s

(s > 1),

g2(s) = g21(s)

We can check that g1, g2 ∈ X and

g1 ∈ C1, g1(s) < 2, g′1(s) > 0 for any s ∈ [0,+∞),

g2 ∈ C1, g2(s) < 4, g′2(s) > 0 for any s ∈ [0,+∞).

Thus for any f ∈ X with the properties in the part (ii), there exists A =
Af > 0 such that

Ag2(s) ≤ f(s) for any s ∈ [0,+∞).

By the Lemma 2.6, we only have to prove that Ag2 ∈ XII . This is equivalent
to g2 ∈ XII . Indeed, assuming that g ∈ XII , we can obtain that Cg ∈ XII

and λ∗(g) = λ∗(Cg)/C for any positive constant C. Thus we focus on proving
g2 ∈ XII . The proof is organized two steps.

Step 1. g1 ∈ XII .
Step 2. g2 ∈ XII by using that g1 ∈ XII .
The proofs of Step 1 and Step 2 are as follows. For fixed i = 1 or 2, gi

denotes g1 or g2. Assume that gi ∈ XI , and that uλ is a maximizer of C(λ, gi)
for each λ. By Proposition 2.4 we have ∥∇uλ∥2 = 1. On the other hand, we
obtain the following proposition.

Proposition 4.1. There exist positive constants C1 and C2 such that we
have

∥∇uλ∥22 ≤ 1− λ
C1

∥uλ∥2+i∞
+

C2

∥uλ∥4∞
+ o(∥un∥−4

∞ )

as λ→ +∞.

However, this proposition contradicts the constraint that ∥∇uλ∥2 = 1 for
large λ. Hence for large λ maximizer does not exist. Consequently gi ∈ XII .
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4.1. Preliminaries of the proof of Proposition 4.1

Before the preliminaries, we note the difference of the proofs in the case
i = 1 and the case i = 2. As we said before, we have to prove that g1 ∈ XII

before proving that g2 ∈ XII since we use the existence of λ∗(g1) in order
to prove the existence of λ∗(g2). The proof of Lemma 4.5 is different point.
The strategy is same as the proof of Theorem 1.1 in [5].

For any sequence λn such that λn → +∞ as n → ∞, un denotes a
sequence of maximizer of C(λn, gi). By Proposition 2.4 we can see that
∥∇un∥2 = 1. Thus there is u0 ∈ H1

0 (B) such that un ⇀ u0 weakly in H1
0 (B)

up to a subsequence. Moreover, since

(1 + e)|B| ≤ C(λn, gi) ≤ C(0, gi)− λn

∫
B

gi(un)dx

we have ∫
B

gi(un)dx = O

(
1

λn

)
as n→ ∞,

which implies that u0 = 0. By the compact embedding we can see that
un → 0 in B \{0}. We can also see that limn→∞ supx∈B un(x) = un(0) = +∞
since

(1 + e)|B| ≤ C(λn, gi) =

∫
B

eα2u2ndx− λn

∫
B

gi(un)dx ≤
∫
B

eα2u2ndx.

In the same way as in Subsection 3.1, by setting vn := α
1/2
2 un and the La-

grange multiplier theorem, vn satisfies−∆vn = α2

Mn

(
vne

v2n − λn

2α
1/2
2

g′i(α
−1/2
2 vn)

)
, vn > 0, in B,

vn = 0 on ∂B,
(17)

and

∥∇vn∥22 = α2, Mn =

∫
B

(
v2ne

v2n − λn

2α
1/2
2

vng
′
i(α

−1/2
n vn)

)
dx.

By the elliptic regularity theory vn ∈ C2(B). In addition, we note that
limn→∞ vn = 0 in B \ {0} and limn→∞ vn(0) = limn→∞ supx∈B vn(x) = +∞.
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We set cn = vn(0). Different from Section 3, we remark that λn → +∞.
Note that

g′1(s) =

{
1 (s ∈ [0, 1])
1
s2

(s > 1)

g′2(s) =

{
2s (s ∈ [0, 1])

2
(
2− 1

s

)
1
s2

(s > 1)

and thus
sg′1(s) ≤ g1(s) and sg′2(s) ≤ 2g2(s).

4.2. Estimate of the compact term

In this section, we focus on proving the following proposition:

Proposition 4.2. There exists a positive constant Ci such that

α
1/2
2

2Mn

∫
B

vng
′(α

1/2
2 vn)dx =

Ci + o(1)

c2+in

as n→ ∞.

Proof of Proposition 4.2.

Lemma 4.3.

lim
n→∞

∫
B

ev
2
ndx = (1 + e)|B|,

lim
n→∞

λn

∫
B

vng
′
i(α

−1/2
2 vn)dx = 0,

lim inf
n→∞

Mn > 0,

Mn ≤ c2n ((1 + e) + o(1)) .

Proof. We only prove the second equality since the proofs of the others are
same as those in Subsection 3.2. From the first equality we have

(1+e)|B| ≤ lim
n→∞

∫
B

(
ev

2
n − λngi(α

−1/2
2 vn)

)
dx = (1+e)|B|− lim

n→∞
λn

∫
B

gi(α
−1/2
2 vn)dx,

and thus

lim
n→∞

λn

∫
B

gi(α
−1/2
2 vn)dx = 0. (18)

21



Hence

lim
n→∞

λn

∫
B

vng
′
i(α

−1/2
2 vn)dx ≤ lim

n→∞
2λn

∫
B

gi(α
−1/2
2 vn)dx = 0.

We set

rn :=

√
Mn√
πcn

e−
c2n
2 ,

and {
ϕn(y) := cn(vn(rny)− cn),

ψn(y) := c−1
n vn(rny).

Note that rn = O(e−c
2
n/2). Then, from (17) we have

−∆ϕn = 4

[
ψne

ϕn(1+ψn) − 1

2α
1/2
2

c−1
n e−c

2
nλng

′
i(α

−1/2
n cnψn)

]
in B1/rn , (19)

−∆ψn =
4

c2n

[
ψne

c2n(ψ
2
n−1) − 1

2α
1/2
2

c−1
n e−c

2
nλng

′
i(α

−1/2
n cnψn)

]
in B1/rn . (20)

For (20) it follows that

2

α
1/2
2

c−3
n e−c

2
nλn =

4
∫
B1/rn

ψ2
ne
c2n(ψ

2
n−1) − α2

c2n
∫
B1/rn

ψng′i(α
−1/2
n cnψn)

=
I1
I2
.

Concerning I1 we have

I1 ≤ 4

∫
B1/rn

ψ2
ndx.

On the other hand, concerning I2 by the definition of gi there exists a positive
constant L such that

I2 ≥
1

L

∫
B1/rn

ψ2
ndx,

where we used ψn ≤ 1. Thus

2

α
1/2
2

c−3
n e−c

2
nλn ≤ L.
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Thus we can use the elliptic regularity theory in (20). By the strong maxi-
mum principle we have

ψn → 1 in C2
loc(R2), (21)

and
2

α
1/2
2

c−3
n e−c

2
nλn = o(1). (22)

Since (22) we find that c−1
n e−c

2
nλn = o(c2n). Moreover, since (21) we have

g′(α
−1/2
2 cnψn) = O(c−2

n ) in BR for each R > 0 . Hence the second term of
the right hand side in (19) vanishes as n → ∞. From this fact, in (19), by
the elliptic regularity theory we have

ϕn → ϕ∞ = − log(1 + |x|2) in C2
loc(R2),

−∆ϕ∞ = 4e2ϕ∞ in R2.

For a constant ρ > 1 we set

vn,ρ := min

{
cn
ρ
, vn

}
. (23)

We can get the next lemma same as in the subsection 3.2.

Lemma 4.4. We have

lim
n→∞

∫
B

|∇vn,ρ|2dx =
α2

ρ
, (24)

lim
n→∞

1

Mn

∫
B

cnvne
v2nϕdx = ϕ(0),

lim
n→∞

Mn

c2n
= e|B|, (25)

and there exists w such that for any γ ∈ (1, 2) we have

cnvn ⇀ w weakly in W 1,γ
0 (B). (26)

Lemma 4.5. We have

w = α2ω
−1
1 log

1

|x|
.
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Proof in the case i = 1. By (17) and (26) for any ϕ ∈ C∞
0 (B) we have∫

B

∇w∇ϕdx = α2ϕ(0)− lim
n→∞

α
1/2
2

2

λn
Mn

∫
B

cnϕg
′
1(α

−1/2
2 vn)dx. (27)

If w ≡ 0, since g′(s) = 1 for s ∈ [0, 1] we have

o(1) = α2ϕ(0) + o(1)− α
1/2
2

2

λn
Mn

cn

(∫
B

ϕdx+ o(1)

)
,

which is a contradiction. Thus w ̸≡ 0. By (18) we have

o(1) = λn

∫
B

g1(α
−1/2
2 vn)dx ≥ λn

cn

(
1

α
1/2
2

∫
B\B1/2

wdx+ o(1)

)
,

which means that
λn = o(cn). (28)

Going back to (27), by (25) we find that w satisfies{
−∆w = α2δ0 in B,

w = 0 on ∂B,

and thus we complete to show Lemma 4.5.

Proof in the case i = 2. Assume that λ∗(g1) exists. By Hölder’s inequality,
we have

|B|−
1
2

(∫
B

f 2dx

) 1
2
∫
B

|f |dx ≤
∫
B

f 2dx.

Replacing |f | and f 2 by g1(un) and g2(un) with un which are maximizers of
C(λn, g2) respectively, we have

(1 + e)|B| <

∫
B

(
eα2u2n − λng2(un)

)
dx

<

∫
B

(
eα2u2n − λn|B|−

1
2

(∫
B

g2(un)dx

) 1
2
∫
B

g1(un)dx

)
dx

≤ C

(
λn|B|−

1
2

(∫
B

g2(un)dx

) 1
2

, g1

)
.
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Thus from this it follows that

λn|B|−
1
2

(∫
B

g2(un)dx

) 1
2

< λ∗(g1).

Using Hölder’s inequality again, we have

λn

∫
B

g1(un)dx < λ∗(g1)|B|.

Moreover, since g′2(s) ≤ 2g1(s) for any s ≥ 0 we have

λn

∫
B

g′2(un)dx < 2λ∗(g1)|B|.

Hence by this estimate, (17) and (25), w in (26) satisfies{
−∆w = α2δ0 in B,

w = 0 on ∂B.

Consequently we complete the proof and we also obtain that

λn = O(cn) (29)

Since (25) by obtaining the following estimate we finish the proof of
Proposition 4.2.∫

B

vng
′
i(α

−1/2
2 vn)dx =

Li + o(1)

cin
for some Li.

Indeed, since sg′1(s) ≤ s and sg′2(s) ≤ 4s2 there exists a constant L such that∫
B

vng
′
i(α

−1/2
2 vn)dx ≤ L

∫
B

vindx =
L

cin

(∫
B

widx+ o(1)

)
.

4.3. Estimate of the exponential term

In this subsection we prove the following proposition.

Proposition 4.6. It follows that

α2

Mn

∫
B

v2ne
v2ndx ≤ 4π +

(
6π +

8π

e

)
1

c4n
+ o(c−4

n ). (30)
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Proof of Proposition 4.6. By (28) and (29) we have

λn =

{
o(cn) (i = 1),

O(cn) (i = 2).

We set δn ∈ (0, 1) as the minimum point δ such that

vn(δ)e
vn(δ)2 − 1

2α
1/2
2

λng
′
i(α

−1/2
2 vn(δ)) = 0.

Since vn is decreasing function with respect to r it follows that

vn(r)e
vn(r)2 − 1

2α
1/2
2

λng
′
i(α

−1/2
2 vn(δn)) ≥ 0 for r ∈ [0, δn].

We observe that

α2

Mn

∫
B

v2ne
v2ndx =

α2

Mn

∫
Bδn

v2ne
v2ndx+

α2

Mn

∫
B1\Bδn

v2ne
v2ndx = J1 + J2. (31)

First, we show that

J2 ≤
α2
2

2e|B| + o(1)

c4n
. (32)

By the rate of λn and g′i for some L > 0 and any θ > 1

cn
θ
e(

cn
θ )

2

− 1

2α
1/2
2

λng
′
i

(
α
−1/2
2

(cn
θ

))
>
cn
θ
e(

cn
θ )

2

− Lc−1
n → +∞

as n→ ∞. Thus there exists {θn} such that

θn → +∞,
cn
θn
e(

cn
θn
)
2

− 1

2α
1/2
2

λng
′
i

(
α
−1/2
2

(
cn
θn

))
→ +∞.

For this θn, we see that vn(δn) ≤ cn/θn. Thus we have vn(r) ≤ cn/θn for
r ∈ (δn, 1). We define vn,θn in the same way as (23). Then by using (24) and
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(26), we have

J2 ≤ α2

Mn

∫
B

v2ne
v2n,θndx

≤ α2

Mn

(∫
B

v
2θn
θn−1
n

) θn−1
θn
(∫

B

eθnv
2
n,θndx

) 1
θn

≤ α2

(e|B|+ o(1))c4n

(∫
B

w2dx+ o(1)

)1− 1
θn

((1 + e)|B|+ 1)
1
θn

=

α2
2

2e|B| + o(1)

c4n
,

where w is as in Lemma 4.5.
For J1, we recall the estimate of λn and we can prove the following esti-

mate by applying the strategies of blow up analysis in [13] (see also Subsection
3.2 in this paper, or Subsection 4.2 in [5]).

J1 ≤ 4π +
6π

c4n
+ o(c−4

n ). (33)

Combining (31), (33), and (32) we complete the proof.

4.4. Proof of Proposition 4.1 completed

We recall that vn = α
1/2
2 un and λn → +∞ as n → ∞. Proposition 4.1

follows from Proposition 4.2 and Proposition 4.6.

5. Proof of Theorem (iii), (iv)

5.1. Proof of Theorem (iii)

For f1, f2 ∈ XII with f1 ≤ f2 we can check that λ∗(f1) ≥ λ∗(f2). Thus
we have to check that λ∗(g) ≥ α2 + 2e|B| for g ∈ C1 satisfying

g(s) = s2 (s ≤ s1), g(s) = Keαe
s2

(s ≤ s2), inf
s∈(s1,s2)

g(s) > 0,

or

lim
s→0

g′(s)

s
= 1, g(s) = Keαe

s2

(s ≤ s2), inf
s∈(s1,s2)

g(s) > 0,

for some positive constants s1, s2, K and α ∈ (0, α2). We can prove λ∗(g) ≥
α2+2e|B| in the same way as Section 3 by showing the following proposition
instead of Proposition 3.1.
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Proposition 5.1. Fix λ > 0 and assume that un ∈ H1
0 (B) is a maximizer

of

Cn(λ, g) := sup
u∈H1

0 (B)
∥∇u∥2≤1

∫
B

(
eαnu2 − λg(|u|)

)
dx,

where αn is a sequence of real numbers such that αn ↗ α2 as n → ∞. If
un ⇀ 0 weakly in H1

0 (B) as n→ ∞, then we have

∥∇un∥22 ≥
α2

αn

(
1 +

1 + (α2 − λ) (2e|B|)−1

α2
2

1

∥un∥4∞

)
+ o(∥un∥−4

∞ ),

Applying the strategies in Subsection 3.1-3.4 directly, we can prove this
proposition.

5.2. Proof of Theorem (iv)

Assume that f ∈ XII∩C1 satisfies the assumption in the part (iv). Set the
sequence λn such that λn → λ∗ as n→ ∞ and un is a maximizer of C(λn, f).
In order to prove the part (iv), we assume that supx∈B un(x) → +∞ and
derive a contradiction. The main proposition is as follows.

Proposition 5.2. Assume that λn and un as above. For a positive constant
C1 and any large constant L it follows that

∥∇un∥22 ≤ 1− λ∗
L

∥un∥4∞
+

C1

∥un∥4∞
+ o(∥un∥−4

∞ )

as n→ ∞.

By this proposition, we see that un is bounded in L∞(B). Consequently,
by the dominated convergence theorem we have

C(λ∗, f) = lim
n→∞

C(λn, f) = lim
n→∞

∫
B

(
eα2u2n − λnf(un)

)
dx =

∫
B

(
eα2u20 − λ∗f(u0)

)
dx,

where u0 is the weak limit of un. Consequently, maximizer exists.
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